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A B S T R A C T
Sustainable electricity supply plays a key role in economic development. Cost recovery, profitability and 

affordability of electricity through power tariff regulation, have become a subject of conflict between 

private providers and regulators. Consequently, regulators need to balance the interests of all stakeholders. 

The objective of this study, is to measure to which extent, Electricity Net Consumption (EC), Electricity Net 

Generation (EG), electricity transmission and distribution losses (Losses), International Average Crude oil 

prices (FP), Consumer Price Index (CPI), Industry Value Added (IVA) could influence the Average 

Electricity Prices (EP) in East Africa, especially in Rwanda, Uganda, Tanzania, Burundi, and Kenya. The 

data are from World Bank Indicators and cover the period from 2000 to 2019. This study adopts a three-

stage approach, consisting of panel unit root tests, panel cointegration tests and estimating the long run 

cointegration relationship of the variables in a panel context. We applied four different panel unit root tests 

including ADF-Fisher Chi-square, Levin, Lin and Chu (LLC); PP-Fisher Chi-square, and Im, Pesaran, and 

Shin, (IPS). The results reveal that the variables are non-stationary at “level”, stationary at first-differences 

and integrated with order one denoted as I(1). The Pedroni, Kao and Johansen Fisher co-integration tests 

were performed. This study uses full modified ordinary least squares (FMOLS) and dynamic ordinary least 

squares (DOLS) to estimate the long run relationship among the variables. We find that the increase in EG, 

FP, and CPI increase the Average Electricity Prices (EP); while the increase in Losses, EC, and IVA 

decreases EP. Therefore, we recommend the promotion of long-term investment policies in renewable 

sources and efficient policies to reduce technical and commercial losses. In addition, this study suggests 

that appropriate policies related to subsidized electricity prices would, however, prevent adverse effects 

related to inefficient over-consumption of electricity. 

Keywords: electricity prices; electricity consumption; electricity generation; cointegration; stationary; 

transmission losses; East Africa; Panel Data

1. Introduction  

Electricity supply plays a key role in the economy, both as an essential service to customers and as an 

intermediate input into other industries [1]. Before the first oil shock, the energy sector had a supply-

oriented focus where the objective was to meet a given exogenous energy demand by expanding the 

AIMS Energy (Volume- 13 , Issue - 3, Sept - Dec  2025)                                                                                                                 Page No. 1



supply. Since the early 1970s, the energy sector has caught the attention of policymakers because of 

sudden price increases. Since then, energy research has grown significantly in size [2]. 

Energy models were however not developed for the same purpose. Some were concerned with better 

energy supply system design given a level of demand forecast, a better understanding of the present and 

future demand-supply interactions, energy and environment interactions, energy-economy interactions, 

and energy system planning [3]. The electricity industry has undergone significant changes in many 

countries since the 1990s and industrial operations and decision-making has changed from the state-

dominated planned style to private-oriented decisions. Often the introduction of these structural changes 

made the decision-making more complex [3]. However, these changes happen generally in developed 

countries, and in developing countries, the electricity industry is generally still state-dominated.

In developing countries, the investments in the production and supply of electricity are almost done by 

the government budget where the private investments are still very low. Due to this situation, electricity 

markets behave as monopoly markets where there is one or very few sellers to many buyers. To meet the 

increasing demand, developing economies are more and more inviting private operators to invest in 

electricity production. This trend is likely to change their electricity market structure from monopoly 

markets to competitive markets. In a competitive market, the seller and the buyer are all price takers and 

the market forces influence the price. Electricity is now treated as a commodity worldwide, which can be 

bought, sold, and traded at market rates like any other commodity. Electricity as a commodity is 

probably the most important man-made commodity which is different from other commodities because 

it cannot be stored economically and has to be consumed whenever it is produced [4].  

In a competitive market model, consumers maximize their utility subject to their budget constraints and 

producers maximize their profits subject to the constraints of production possibilities. In general, the 

demand for a good reduces as prices rise (i.e., inverse relationship with price) and vice versa. Similarly, 

producers face an upward sloping supply curve which implies that the higher the price, the more the 

supply, as at higher prices more producers become viable. In a competitive market, the interaction of 

supply and demand decides the market clearing price of the good and the quantity of goods that will be 

sold or purchased [3]. However, given the special characteristic of the non-storability of electricity, the 

supply of electricity is inelastic in short term. This implies that the supply of electricity could affect the 

change in electricity price in the short-term period, as well as in the long term, since the increase in 

electricity prices will attract new investors in the electricity sector and increase the production capacity, 

to increase the supply. 

In developed countries, the electricity market deregulation has been implemented as an effective 

measure that addresses the energy supply and demand transactions in a commodity market platform. 

This has provided them with the competitive market model characteristics where the consumers have the 

autonomy to select their electricity provider. Still, the electricity market liberalization is a long- and 
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complex-term process requiring several market reforms, financial and human skills means which are not 

sufficient in developing countries [5]. This is a challenge to most of developing countries to undertake 

these reforms. Therefore, like most other commodity markets, electricity pricing in developed countries 

like USA and European countries is mainly driven by supply and demand [6]. This implies that the 

electricity market in developing countries behaves as a monopoly market while in developed countries, 

behaves as a competitive market. This difference in market structure affects the electricity pricing 

mechanisms in both blocks of countries. In addition, the difference in electricity generation technologies 

and sources plays also a key role in variations of drivers of electricity prices.  

Despite ambitious targets to increase renewables penetration in electricity production, the natural gas 

and nuclear energy are still the leading source of electricity generation in developed countries while 

fossil fuels are still leading in developing countries [7–10]. In order to mitigate the negative impacts of 

fossil fuels on the environment, many countries have embraced the renewable energy agenda. In 2000, 

the German share of renewables was only 6%, while in 2021 it reached 41% [11]. The increasing share of 

renewables has been accompanied by decreasing day-ahead electricity prices. The prices dropped from 

51 €/MWh in 2011–29 €/MWh in 2016 [12]. Besides that, given the high dependence of wind and solar 

power generation on weather factors, their intermittency tend to increase electricity spot price volatility 

in the absence of viable electricity storage [12]. However, as nuclear, coal, and oil-fired electricity 

generation slows, there is an increased reliance on natural gas-fired generators. At about 38.4%, natural 

gas was the largest source of US electricity generation in 2021 [13].  

Concerning East African Countries under study, the electricity generation capacity has significantly 

increased as indicated by the Figures 1–4. In Burundi the electricity net generation increased from 97 

million kWh in 2005 to 350 million kWh in 2020 while for Kenya, it increased from 5,862 million kWh 

in 2005 to 10,792 million kWh in 2020. For Rwanda, it increased from  113 million kWh in 2005 to 1,059 

million kWh in 2019 while for Tanzania, it increased from 3,430 million kWh in 2005 to 7,176 million 

kWh in 2020 and Uganda, it increased from 1,953 million kWh in 2005 to 4,665 million kWh in 2020.   



Note: Authors’ own elaboration with data retrieved from World Bank data, (2022): 

http://www.doingbusiness.org/methodology.

Despite the increase in electricity generation, as indicated by the Figure 5, the electricity prices slightly 

reduced in some countries like Rwanda, Uganda and Tanzania from 2016 and slightly increased for 

Kenya and Burundi for the same period. On one hand, a common characteristic of electricity generation 

in Kenya and Burundi where electricity prices have increased, is that their electricity mix sources were 
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mostly dominated by renewables under the period of the study. In Burundi renewable resources 

produced 97% in 2005 and 67% in 2020 of the total generated electricity while in Kenya, it was 74% in 

2005 and 92% in 2020. On the other hand, concerning Rwanda and Tanzania, it was 58% and 48% for 

Rwanda and 51% and 35% for Tanzania respectively in 2005 and 2020. While the increase in electricity 

prices in Kenya and Burundi follows the increase in electricity generation from renewable sources, in 

Uganda, the reduction in electricity prices follows, the increase in renewable sources for electricity 

generation.   

Note: Authors’ own elaboration with data retrieved from World Bank data, (2022): 

http://www.doingbusiness.org/methodology. 

In developing countries, electricity prices are not volatile as it is in liberalized market of developed 

countries. These prices could be fixed in the short term, but in long term, prices could change following 

the change in the cost of supplying electricity. Natural, technological, market, and regulatory factors 

affect the cost of supplying electricity [1]. These include operating environment, production economies, 

energy losses as well as government interventions and regulatory decisions, which all affect the total 

environment in which each power utility operates. However, given the key role of electricity in the socio-

economic development of any country, governments have established regulatory authorities to control 

electricity prices and monitor the operations of the utilities. The mission of regulatory authorities 

includes among others, protecting the rights of consumers, balancing the interests of all stakeholders, 

ensure cost reflective but affordable prices and delivery of quality services to all. 

Electricity production, transmission and distribution involve huge long-term investments. Therefore, 

economic operators in the electricity sector need to ensure that they are able to recover their investment 

cost plus a reasonable rate of return, as approved by the regulator. While developing economies, 

especially East African countries are inviting private operators to invest in the electricity sector, the 

market is generally still behaving as a monopoly type. It is in this context that, cost recovery and 
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affordability of electricity through electricity tariff setting, have become a subject of conflict between 

electricity providers and regulators. On one hand, electricity providers expect a tariff that covers all costs 

related to electricity production, transmission and distribution as well as earn a positive return on their 

investments. On the other hand, regulatory authorities seek to balance positive returns on investments 

and the socio-economic well-being of the population through tariff signals [14]. Therefore, in the 

context of balancing the interests of all stakeholders and transparency, policymakers, regulatory 

authorities, as well as investors should be aware of the main macroeconomic, investment, operational, 

and demographic factors that affect electricity prices. 

1.1. Research objective 

The objective of this study, is to conduct a panel data analysis of five East African countries to measure to 

which extent, Electricity Net Consumption (EC), Electricity Net Generation (EG), electricity 

transmission and distribution losses (Losses), International Average Crude oil prices (FP), Consumer 

Price Index (CPI), Industry value added (IVA) could influence the electricity prices (EP). In addition, a 

comparative analysis will be conducted between Rwanda, Kenya, Uganda, Burundi, and Tanzania. This 

study was particularly motivated by the fact that no similar research has been conducted in this area for 

the electricity-regulated markets in East Africa, based on the literature review. The novelty of the study 

resides in the macroeconomic and operational variables considered, location of the study, and the 

applied panel data model. The remainder of the study is organized as follows: section 2 presents the 

literature review, section 3 explores Econometric model, data, and methods, section 4 shows and 

discusses the results, and section 6 provides conclusions and policy recommendations. 

2. Literature review 

Most of the studies related to “drivers of electricity prices” have been conducted in developed countries 

with liberalized or deregulated electricity markets. Most of these countries produce more electricity than 

they consume from advanced technologies such as nuclear. For environment purposes, developed 

countries are slowing nuclear, coal, and oil-fired electricity generation. However, there is an increased 

reliance on natural gas-fired generators in developed countries. In addition, there are several electricity 

producers in these countries at low cost due to their advanced technologies and advanced human skills. 

This implies that the main drives of electricity prices in developed countries are the interaction between 

supply and demand for electricity as well as the natural gas market [12,15]. As indicated in the Figures 

1–4, developing countries like East African countries are still abundantly using oil-fired electricity 

generation and hydropower and the cost of electricity supply is still very high. The electricity market 

structure in both block of countries is practically different. Therefore, the fundamental drivers of 

electricity prices in developed countries are different from those of developing countries especially East 
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Africa without such potentials.

The literature agrees that the price of electricity depends on fundamental factors, demand and supply of 

electricity, power systems, and strategic factors. Girish [4] argues that in a competitive electricity 

market, factors influencing electricity prices can be the price of fuel, weather conditions, time indices, 

and the cost of production of electricity per unit. Ruksans et al. [16], in the analysis of factors that affect 

electricity prices in Baltic Countries, used an econometric model where the dependent variable is the 

price of electricity. They point out that, Fuel prices (coal, gas, oil); political decisions (for example 

shutdown of German nuclear), Natural disasters (for example tsunami in Japan), power plant operation, 

transmission capacity restriction, and flood time for countries depending on hydropower plants like 

Norway and Sweden, have a great influence on the amount of produced electricity and therefore on 

electricity price. This implies that weather conditions affect electricity net consumption and generation 

which in turn affect electricity prices. 

Uribe et al. [7] investigated the transmission of natural gas shocks to electricity prices under different 

scenarios of electricity generation for 21 European markets. They found that the level of market 

integration is the main factor underlying national differentiation. Denmark, Finland, Sweden, and 

Germany were showed to be the most vulnerable markets to natural gas price shocks under distress. 

Moreover, Spain, Italy, Portugal, and Norway presented the lowest vulnerability indicators. However, 

Mosquera-López & Nursimulu [12] assessed the drivers of electricity price dynamics in German 

electricity market. They found that short-run and medium/long-run price drivers differ and, more 

importantly, that they vary over time. In the case of the spot market, the determinants of prices are 

renewable infeed and electricity demand, while in the futures market the main drivers are natural gas, 

coal and carbon prices. This is in line with the study of Gil-Alana et al. [15] that found a close relation 

between energy consumption and energy prices in Spain and Portugal. In addition, they highlighted that 

against the backdrop of numerous evidence the variable renewable generation decreases electricity 

prices and increases price volatility. This result related to the influence of renewables, corroborate with 

many recent findings such as of Sirin and Yilmaz [17]. They assessed the effects of the variable 

renewable energy technologies (wind and run-of-river hydro) on Turkish balancing market prices. Their 

model results show that system marginal price declines as variable renewable energy generation 

increases. Moreover, there is a higher probability of positive imbalance as the positive difference 

between real-time and projected variable renewable energy generation increases. They conclude that, an 

increase in variable renewable energy generation implies lower prices, but higher positive imbalances 

for the system.     

Contrary to developing countries, in most developed countries the electricity is traded on electric power 

exchange spot market like other commodities. Saad Suliman & Farzaneh [5] conducted a study on 

pricing and energy policy regulations in Japan electric power exchange spot market. From their results, a 



AIMS Energy (Volume- 13 , Issue - 3, Sept - Dec  2025)                                                                                                                 Page No. 8

one GWh addition from nuclear, hydroelectric, geothermal, biomass, solar, or wind power production 

technologies decreases spot prices. Contrarily, adding one GWh from thermal, hydroelectric storage, or 

regional interconnections raises the spot prices. While most studies related to drivers of electricity prices 

in developed countries ignore macroeconomic variables, Foroni et al. [18] included them in their 

empirical study, to analyze the importance of macroeconomic information, for forecasting daily 

electricity prices in two of the main European markets, Germany and Italy. They reach on the conclusion 

that industrial production index and oil price are more important for short horizons than for longer 

horizons pricing. The fundamental drivers of electricity price in competitive markets were also assessed 

by Afanasyev et al. [10]. Their obtained results show that the influence of electricity demand is most 

prominent both in the short and long terms for Europe-Ural price area (ATSEU) market and APX power 

spot exchange in the UK. However, for the Siberia price area (ATS SI), its impact is significant only in 

the long term. Finally, for all the electricity exchanges under their study, the influence of fuel markets 

was absent in the short term and became prominent only in the medium or long terms.    

Based on the literature, it is clear that in competitive markets, the price of electricity is mostly set by the 

interaction of supply and demand for electricity, renewable energy technologies as well as natural gas 

market. In developing countries however, there is a limited competition in the electricity market, the 

price of electricity is generally determined by operational, demographic and macroeconomic factors. 

Luis et al. [19] conducted a fractional integration and cointegration study of several Kenyan electricity 

price series. After examining which factors that might be behind the electricity price movements in 

Kenya, they noted that the Consumer Price Index (inflation), oil prices, and interest rate all have positive 

and significant effects on the electricity prices. Even though, they noted that both demand and supply 

side shocks have historically influenced electricity prices in Kenya. Demand side shocks arise from high 

demand for electricity in years of higher production associated with higher growth rates of critical 

sectors such as manufacturing that rely heavily on electricity as an input into the production process. 

They also arise from higher consumer demand associated with an increasing population.  

Most developing countries, use mainly off-grid electricity such as solar or biogas in rural areas and on-

grid electricity in urban areas. Therefore, it seems that it is the increase in population and access to 

electricity in urban zones which could significantly affect electricity consumption and hence its prices. 

However, Kwakwa and Aboagye [20] investigated the impact of growth, industrialization, urbanization, 

and trade openness on the energy consumption in Ghana, and they found that in the short run the increase 

in urbanization (measured as the annual growth rate of the urban population) did not significantly affect 

the consumption of electricity, while in long run, the urbanization increased energy consumption. Li et 

al. [21] in their study explores the intrinsic relationship among urbanization, industrialization, and 

energy security, as well as the influencing mechanisms of urbanization and industrialization on energy 

efficiency using a fixed effect model. They conclude that, while energy security level decreases 
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considerably with the rise of energy consumption and population growth, the increase in urbanization 

and industrialization levels can increase energy security through energy efficiency improvements. This 

can be explained by the fact that urbanization can reduce electricity distribution and transmission losses 

and hereafter the cost of electricity supply. In addition, regional industrialization creates a competitive 

spirit among industries, and to reduce the industrial cost of production, they tend to use new technology 

which requires less energy and with a high-power factor which implies lower line losses. 

Some of the literature suggests that high economic growth rates (GDP) increase the demand for 

electricity and in turn have an impact on electricity prices. Mabea [22] investigates the relationship 

between Kenya's electricity consumption, real disposable income, and residential electricity prices. In 

his research, he employed the Engle and Granger two-step procedure and error correction model for a 

time series from the period 1980 to 2009 to analyze electricity demand. The results of the analysis show 

that as Kenya achieves higher GDP growth rates, electricity requirements rise and conclude that this has 

a potential implication for electricity prices. This positive relationship between economic growth and 

electricity demand has been evidenced by many other scholars [23–30].  

Mumo et al. [31], combine operational factors and macroeconomic factors in their model when seeking 

to determine the best tariff model that can be used in Kenya to improve electricity consumption. 

Their study explored all the factors, which affect the cost of electrical energy. They find that the price of 

electricity (tariff) is mainly determined by fuel prices, economic factors such as inflation and the 

purchasing power of the consumers, capital cost as well as operational costs. Besides that, the Kenya 

Institute for Public Policy Research and Analysis (KIPPRA) [32] in their comprehensive study and 

analysis of energy consumption patterns in Kenya concludes that the fuel and exchange rate costs affect 

the electricity prices in Kenya and highlighted that the Tariff Adjustment Factor applicable in each 

quarter comprises of the Fuel Adjustment Factor, Exchange Rate Adjustment Factor as well as Inflation 

Rate Adjustment Factor. This is because, in most developing countries, thermal energy plays an 

important role in the production of electricity. This implies that the price of fuel on the international 

market, the exchange rate, and the country's inflation rate could affect the cost of production and hence 

the electricity prices in the national currency. 

Electricity Regulatory Authority of Uganda (ERA) [33], in their electricity tariff quarterly adjustment 

methodology of January 2018, pointed out that, the price of electricity depends on the base tariff which is 

set taking into account the power utilities’ Revenue Requirements, which is the amount of revenue that a 

company requires to meet its regulated costs. They indicated that the annual Base Tariff should be 

adjusted at the beginning of each calendar year to take into account changes in other tariff parameters 

such as electricity losses, collection rates, operations and maintenance costs, and investment costs. In 

setting the base tariff, they also took into account macroeconomic factors such as the Exchange rate, CPI 

(Inflation), US producer price index, and international price of fuel (US$ per barrel). Although the Base 
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Tariffs are expected to remain constant throughout the calendar year, the macroeconomic parameters 

used in the determination of the Base Tariffs are not kept constant necessitating a need for applying the 

adjustment Factors.  

Donna and Poudineh [34] also pointed out that in Tanzania, the Energy and Water Utility Regulatory 

Authority (EWURA) determines the electricity price (Tariff) based on TANESCO’s (the power utility’s) 

operating expenses, financial costs, and other operating income (including government subsidy), 

depreciation and TANESCO's Capital Investment Plan (CIP). Besides that, TANESCO has requested 

that a tariff indexation mechanism have to be used to adjust changes in costs that are outside of 

TANESCO's control so that the tariff revenue is kept at pace with rising costs during periods between 

formal reviews. Local inflation and foreign exchange rate fluctuation adjustments based on Bank of 

Tanzania data are also proposed, along with the indexation of fuel costs. Dragasevic et al. [35] in their 

analysis of the factors influencing the formation of the price of 

electricity in the deregulated markets of developing countries, found that network capacity utilization 

and losses in the transmission system, do not have a significant impact on the price of electricity because 

the loss was only 2%. They also pointed out that the increase in the number of consumers in the system 

leads to an increase in the cost of distribution capacity utilization and has a greater impact on the price of 

electricity. In addition, they noted that an increase in the generated amount of electricity, and a small 

increase in the price of electricity occurs because there is still one large electricity producer in the 

market, which, despite the deregulation of the market, has a significant monopoly and consequently 

power. In fact, the electricity supply cost and prices are influenced by internal and external factors. 

Internal factors such as productive efficiency are under the control of management and external factors 

are those that the industry has no control such as the price of fuel or inflation. As reliable supply and 

efficient pricing contribute to overall economic performance, in delivering electricity many factors must 

be taken into account, including those that are out of the control of the service providers [1]. This study  

combines external and internal factors considered in the panel data model for five countries in the East 

African region. From the literature review, no such empirical work has yet been conducted for East 

African countries using panel data. 

3. Econometric model, data, and methods 

3.1. Definition of econometric variables 

This research used econometric panel data from five East African Countries, Rwanda, Uganda, Kenya, 

Tanzania, and Burundi. The dataset is based on yearly observations from 2000 to 2019. The data on 

Average Electricity Prices (EP), Electricity Net Generation (EG), and Electricity Generation mix was 

downloaded on 16 June 2022 from http://www.doingbusiness.org/methodology (World Bank). The data 
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on Industry value added (IVA) and Consumer Price Index (CPI) was downloaded on July 20, 2022 from 

World Bank Development Indicators of World Bank (WDI). Moreover, the data on International 

Average Crude oil prices (FP) was downloaded on July 05, 2022 from World Bank Commodity Price 

Data (The Pink Sheet). Finally, the data on Electricity Transmission and Distribution losses (Losses) and 

Electricity Net Consumption (EC) was downloaded on 16 June 2022 from World Bank portal 

https://www.worldbank.org/en/programs/business-enabling-environment. The used software for 

estimations is E-views 12.

3.1.1. Dependent variable 

3.1.1.1. Average end-user electricity prices (EP)  

Electricity as an essential service to customers and as an intermediate input into other industries, it plays 

a vital role in the development of any country. This is the reason why most countries have established 

regulatory authorities to monitor the performance of power utilities and undertake price regulation. 

Contrarily to developed countries where the electricity market is liberalized and the electricity price is 

set by the market forces[10,12,36], in developing countries electricity tariff is set by utility regulatory 

authorities. The electricity tariff design must meet two main objectives including, to generate the needed 

money to cover the efficient costs of the activities of the utility [37] as well as sending the right economic 

signals to each customer to ensure optimal socio-economic use of electricity [38]. The literature on 

electricity pricing [25–33] suggests different factors that can be taken into account when determining 

electricity prices. These include internal factors that are under the control of the power utility on one 

hand, and on the other hand, there are external factors that are beyond the control of the utility company. 

However, most of the literature agrees that the level of electricity generation, consumption, electricity 

generation mix technologies, transmission, and distribution losses, macroeconomic factors as well as 

fuel prices have a great impact on electricity prices. In electricity tariff design, customers are categorized 

and each category experience different tariff based on time of use and other factors such as load factor, 

consumer uptake voltage level and level of consumption. Therefore, this research uses average 

electricity prices as computed by the World Bank through doing business project and take into account 

only commercial and industrial customers' electricity tariffs. Figure 5 shows the graphical 

representation of the evolution average electricity prices in countries and period under study. 



3.1.2. Independent variables

3.1.2.1.  Electricity net generation (EG) 

Generation data consist of both utility and non-utility sources from electricity, combined heat and power 

plants. Electricity net generation excludes the energy consumed by the generating units. There are 

economies of scale in electricity generation. This is attributed to lesser leakages and power losses 

obtained in larger generating units as well as operating and maintenance costs that increase less than 

proportionally with power plant unit size [1]. Due to the insufficiency of financial and human resource 

means, most developing countries develop electricity generating units that are not large enough to 

benefit from the economies of scale of generating units. This could affect the electricity cost of 

production and price. However, developed and developing countries mostly experience two different 

scenarios. Based on the non-storable and continuous consumption characteristics of electricity, 

generators are required to match supply to demand in real-time. To handle short-term peak loads, 

generally developed countries use the excess capacity of their baseload generators with low supply costs 

while developing countries use quick-start generators with high supply costs. Consequently, the increase 

in electricity demand could affect electricity prices in developed and developing countries in different 

ways. Figure 6 describes the evolution of the variable Electricity Net Generation.
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3.1.2.2. Electricity net consumption (EC) 

Total electric power consumption consists of total net electricity generation combined with electricity 

imports subtracting electricity exports and electricity transmission and distribution losses. However, 

some countries in East Africa, consume more electricity than they generate due to electricity imports. 

Figure 7 describes the evolution of the variable Electricity Net Consumption. 

3.1.2.3. Electricity transmission and distribution losses (Losses)

Transmission and distribution losses are fundamentally linked to the electricity supply network 

configuration, with their size depending upon voltage delivered and line or network resistance 

encountered in delivery. The number of customers, length of distribution line, locational, and physical 

factors all contribute to resistance in delivering electricity to final customers [1]. Low customer densities 

can increase losses because longer lengths of distribution lines that must be used. Therefore, losses are at 

lower levels in the predominantly urban networks. This is because urban networks have lower levels of 

resistance in delivering electricity over shorter distances. Dragasevic et al. [35] like most of the literature 

[1,10] agree that electricity transmission and distribution losses affect electricity production cost and 

hereafter prices. Figure 8 describes the evolution of the variable Electricity Transmission and 

Distribution losses.
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3.1.2.4. International average crude oil prices (FP)

Data on International Average Crude oil prices are expressed in real and nominal terms. The nominal 

value of any economic statistic is measured in terms of actual prices that exist at the time. The real value 

refers to the same statistic after it has been adjusted for inflation. For this study, we used oil prices in real 

terms. The price is expressed in $/bbl. where the abbreviation bbl. refers to a barrel of crude oil. The data 

has been extracted from World Bank Commodity Price Data (The Pink Sheet) (2022) and Energy 

Intelligence Group (EIG). Figure 9 describes the evolution of the variable international average crude oil 

prices.   

3.1.2.5. Industry value added (IVA)

According to World Development Indicators, Industry value added (IVA) comprises value added in 

mining, manufacturing, construction, electricity, water, and gas. This is the net output of a sector after 

adding up all outputs and subtracting intermediate inputs. Data are in constant 2015 prices, expressed in 

U.S. dollars. One of the economic characteristics of the electricity supply is its capital intensiveness. 

Therefore, the investments if not well-planned can result in stranded assets and with a very high 

proportion of fixed assets. Due to this reason, economies of density and output in distribution can affect 

electricity cost of production. This implies that the average cost of servicing a particular area declines as 

the number of customers in that area using existing assets increases, or as the average load drawn by 

those customers increases [1].   
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It is also obvious to note that the industrialization of any country requires more and more electricity as an 

input in the production process. However, Dan [47] notes that there has been a gradual decline in energy 

consumption in China since 1978 despite increasing industrial growth and attributed this to energy 

efficiency. After the oil price shocks in 1973/74 and 1979/80, average productivity in energy use 

increased due partly to the replacement of energy-inefficient capital with efficient ones [48]. This 

indicates that industrial growth in developed countries following the replacement of energyinefficient 

capital with efficient ones could reduce the consumption of electricity. However, in developing 

countries that are on the starting phase of industrialization, their industrial growth could increase the 

consumption of electricity as this form the accumulation of new electricity consumption devices. Most 

of the literature used the Industrial Value Added as a proxy for industrialization[49–52]. Figure 10 

describes the evolution of the variable Industry value added. 

3.1.2.6. Consumer price index (CPI) 

The Consumer Price Index (CPI) is strongly linked to the inflation rate. Thus, inflation is the annual rate 

of change of CPI. As highlighted by the literature, inflation positively affects electricity prices [4,16,34]. 

Therefore, most regulatory authorities in setting the base tariff, they take into account macroeconomic 

factors among which national inflation[33,34,53]. However, as inflation rate is the annual rate of change 

of CPI, the variable inflation is considered as the first difference of CPI. This implies that the variable 

inflation is stationary at level or integrated with order zero I(0) as indicated in Table 3. For co-integration 

tests between variables, they should be non-stationary at level and integrated with the same order. 

Therefore, we consider CPI which is non stationary at level and integrated with order one as other 

variables instead of Inflation. Figure 11 describes the evolution of the variable Consumer Price Index. 

3.2. Panel data and econometric model
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The use of panel cointegration techniques to test for the presence of long-run relationships among 

integrated variables has been appreciated by an increasing number of researchers [54]. The use of panel 

data which comprises data observed for N entities (countries, regions, cities, firms, and so on) over T 

periods gives the researcher a large number of observations, increasing the number of degrees of 

freedom and reducing the collinearity among explanatory variables. Besides that, it is well known that 

panel data models are better able to deal, in a more natural way with the effects of missing or unobserved 

variables [55]. The literature describes different characteristics of panel datasets and models. Hill et al. 

[56] clearly note that the panel data set can be balanced or unbalanced. As missing data are very common 

in panel data sets, panels in which group sizes differ across groups are called “unbalanced” while when T 

periods data are all available for all N entities, the panel data sets are called “balanced panels” [57]. 

Most of the literature agrees on three-panel data regression models that are mostly used in the 

econometric analysis [56–61]. The first consist of Pooled Model, the second is the Fixed Effect Model as 

well as the Random Effect Model. In Pooled Model, the data on different individuals are simply pooled 

together with no provision for individual differences that might lead to different coefficients. However, 

this model presents some drawbacks related to the fact that it does not include unobserved heterogeneity. 

This implies that this model does not take into account the specificities of the various countries of the 

sample. A pooled model with two explanatory variables can be written as: 

where “i" denotes the ith country and “t” denotes the tth period. Thus, “Yit” represents the tth 

observation on the dependent variable for the ith country, while “Xit” represents the tth observation on 

the independent variable for the ith country. 

The coefficients in Eq (1) are assumed to be constant for all “i” countries in all time periods, and do not 

allow for possible individual heterogeneity. It is this characteristic that leads it to be called a pooled 

model. An alternative way to use panel data is to view the unobserved factors affecting the dependent 

variable as consisting of two types: those that are constant and those that vary over time. Letting i denote 

the cross-sectional unit and “t” the time period, we can write a model as: 

The variable ai captures all unobserved time-constant factors that affect yit. Generically, ai is called an 

unobserved effect. It is also common in applied work to find ai referred to as a fixed effect, which helps 

us to remember that ai is fixed over time [58].  

It is generally admitted that it is necessary to introduce a minimum of heterogeneity into the model to 

take account of the specificities of the various countries of the sample. The simplest method for 

introducing parameter heterogeneity consists of assuming that the constants of the model vary from 

country to country. This is precisely the specification of the well-known individual or fixed effect model 
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(FEM). Ignoring such parameter heterogeneity could lead to inconsistent or meaningless estimates of 

interesting parameters. The individual effects can be fixed or random. When individual effects are 

assumed to be fixed, the simple Ordinary Least Squares (OLS) estimator is the BLUE (Best Linear 

Unbiased Estimator) and is commonly called a Within estimator. When individual effects are specified 

as random variables, they are assumed to be independent and identically distributed (i.i.d.). In this case, 

the BLUE is a Generalized Least Squares (GLS) estimator [62].  

However, various scholars like Chen et al. [63] studied the proprieties of the OLS estimator and suggest 

that alternatives estimators, such as the Fully Modified Ordinary Least Squares (FMOLS) or the 

Dynamic Ordinary Least Squares (DOLS) estimators, maybe more promising in cointegrated panel 

regressions. In addition, Daniel [54] cites Ouedraogo [64] in his article to point out that in the 

cointegrated panels, using the ordinary least squares (OLS) method to estimate the long-run equation 

leads to a biased estimator of the parameters unless the regressors are strictly exogenous and conclude 

that the OLS estimators cannot generally be used for valid inference. Therefore, this study uses FMOLS 

and DOLS to estimate the coefficients of the long-run relationship between EP, EG, Losses, EC, FP, CPI, 

and IVA for Rwanda, Tanzania, Uganda, Burundi, and Kenya. The FMOLS and DOLS estimators are 

generated from the following equation: 

The variables used in panel data analysis should be stationary to avoid causing possible spurious 

relationships among the variables. To assess the stationarity properties of the variables used, this study 

utilizes four different panel unit root tests including ADF-Fisher Chi-square, PP-Fisher Chi-square, 

Levin, Lin, and Chu, hereafter referred to as LLC [65]; Im, Pesaran, and Shin, hereafter referred to as IPS 

[62], this test is less restrictive and more powerful compared to others like LLC which do not allow for 

heterogeneity in the autoregressive coefficient. The test proposed by IPS solves Levin and Lin’s serial 

correlation problem by assuming heterogeneity between units in a dynamic panel framework [66]. The 

basic equation for the panel unit root test for IPS is as follows:



IVA affect the electricity prices (EP) for Rwanda, Tanzania, Uganda, Burundi, and Kenya.

AIMS Energy (Volume- 13 , Issue - 3, Sept - Dec  2025)                                                                                                                 Page No. 18



AIMS Energy (Volume- 13 , Issue - 3, Sept - Dec  2025)                                                                                                                 Page No. 19



AIMS Energy (Volume- 13 , Issue - 3, Sept - Dec  2025)                                                                                                                 Page No. 20



Table 5 reports the within and between dimension results of the panel cointegration tests. These results 

suggest that the null hypothesis of no cointegration cannot be rejected for five tests out of eleven. 

However, six tests out of eleven suggest that the null hypothesis of no cointegration can be rejected at a 

1% significance level. This implies that, as more than half of the tests propose the rejection of the null 

hypothesis, we may conclude that the variables of the model are cointegrated and therefore exhibit long-

run relationship. To check the robustness of the Pedroni’s test results, the Kao and Johansen Fisher co-

integration tests are performed to confirm these first results. Table 6 provides the results of the Kao 

residual panel cointegration test, which reject the null of no cointegration of the variables of the model at 

the 1% level of significance. In addition, the Johansen Fisher Panel Cointegration Test results reported in 

Table 7, provide also strong evidence of the cointegration relationship between all variables, indicating 

that there are at most 3 cointegrating equations. Based on the above results, we can conclude that all 

variables are cointegrated and have a long-run equilibrium relationship between EP, EG, Losses, EC, FP, 

CPI, and IVA in East African countries. 
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4.3. Coefficients estimation results with FMOLS and DOLS  

As highlighted in the literature, this study uses two techniques to estimate and test the consistency of the 

unbiased coefficients of the long-run relationship between the variables. This relationship has been 

estimated by using the FMOLS and the DOLS methods. FMOLS method corrects the biases of 

estimators with standard fixed effects which could arise from problems such as autocorrelation and 

heteroscedasticity, while the DOLS method can correct biases of static regression which could result 

from endogeneity problems by including dynamic considerations in the model [30]. Tables 8 and 9 show 

the results and given that the variables are expressed in a natural logarithm, the coefficients can be 

expressed and interpreted as elasticities.   

The overall outcomes of this study show that there is a strong long-run relationship between the 

dependent and independent variables. The independent variables explain the variations in electricity 

prices at 91% for both DOLS and FMOLS as shown by the R-squared. It is interesting to note that the 

regression results for both methods are quite similar in negative or positive signs, magnitude, and 

significance level of coefficients. The panel regression results indicate that the overall considered 

variables are statistically significant at a 1% level, except EC which is statistically significant at 2% for 

DOLS only.  

The variable Electricity Generation (EG) has a positive estimated coefficient, showing that a 1% 

increase in EG, causes an increase of 0.5% in the electricity prices (EP). This is in line with the findings 

of Shields and Chris Sayers [1] in their research related the electricity prices and cost factors. They point 

out that the lack of economies of scale in electricity generation could cause the increase in electricity 

prices as the electricity generation increases. This could be attributed to lesser leakages and power losses 

obtained in larger generating units as well as operating and maintenance costs that increase less than 

proportionally with power plant unit size. Due to the insufficiency of financial and human resource 

means, most developing countries develop electricity generating units that are not large enough to 

benefit from the economies of scale of generating units. This could affect the electricity cost of 
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production and price. Even if most of the literature agrees that the increase of renewable sources in 

electricity generation reduces the electricity prices [10,12,17,36], the results of this study show that the 

increase in renewables for Kenya and Burundi have not reduced the electricity prices. This can be 

explained by the fact that hydropower generation requires huge investments and the private investors in 

the sector for developing countries require short payback period. Therefore, this can increase the prices 

in short term and expect to reduce prices in long term.      

Moreover, the positive relationship between electricity generation and electricity prices in countries 

under study, can be attributed to the structure of the electricity generation mix in the East African 

countries in the research sample. Most of the countries are still more dependent on fossil fuels for 

electricity generation. It is significant to note that for example in 2020, fossil fuels in electricity 

generation mix were 33% in Burundi, 39% in Rwanda, and 65% in Tanzania and this was the same 

pattern in the previous years. As this source of electricity is one of the most expensive, this could explain 

why the cost of electricity production increases results in the average electricity price also increasing. 

This in some respects corroborates the results of the positive sign on the Fuel Price (FP) variable, which 

shows that a 1% increase in FP, also causes a 0.2% increase in the electricity price, this is in line with the 

findings of various scholars [7,10,12] . Moreover, in the framework of increasing their electricity 

generation capacity, East African Countries in general, have started to invite foreign investors with the 

required human and financial resources means. Projected returns would have to be attractive enough to 

encourage investment, therefore, country utility regulators should have to set electricity prices that cover 

all costs related to electricity generation, transmission and distribution as well as earn a positive return 

on their investments. This could also explain why the increase in electricity generation results in an 

increase the electricity prices.



Concerning the Electricity Transmission and Distribution losses (Losses), the regression outcomes 

show that the increase in 1% of losses, decreases the average electricity price by 0.2%, while for 

Electricity Consumption (EC) an increase of 1% reduces the average electricity prices of 0.2%. This 

result supports the findings of various scholars who found a close relationship between electricity 

consumption or demand with electricity prices [5,12,18]. However, developing countries tend to use oil 

fired electricity generation in hours or days of peak demand, and this require higher cost of production 

than renewables. Thus, the increase in electricity demand or consumption could increase the electricity 

prices. One of the economic characteristics of the electricity supply is its capital intensiveness. 

Therefore, the investments if not well-planned can result in stranded assets and with a very high 

proportion of fixed assets. Due to this reason, economies of density and output in distribution can affect 

electricity cost of production and prices. This implies that the average cost of servicing a particular area 

decline as the number of customers in that area using existing assets increases, or as the average load 

drawn by those customers increases [1].  

Consumer Price Index (CPI) has a positive effect on electricity prices. More specifically, the increase of 

1% in CPI, increases the average electricity prices increase by 0.2%. This result is in line with the 

findings of several studies whether in developed or developing countries. As highlighted in the 

literature, inflation or the increase in CPI positively affects electricity prices [4,16,34]. In addition, most 

regulatory authorities in setting the base tariff, they take into account macroeconomic factors among 

which national inflation or CPI [33,34,53]. Lastly, the variable Industry Value Added (IVA) has a 

negative effect on electricity prices such that increase of 1% in IVA, decreases electricity prices by 

0.29%. Most of the literature used the Industrial Value Added as a proxy for industrialization [49–52] 
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and have found a significant relationship between IVA and EP. In addition, for developed countries, 

Foroni et al. [18], to analyze the importance of macroeconomic information, for forecasting daily 

electricity prices in two of the main European markets, Germany and Italy. They also reach on the 

conclusion that industrial production index and oil price are more important for short horizons than for 

longer horizons pricing. 

Moreover, the negative relationship between IVA and EP can be attributed to the efficient use of 

electricity by industries, which is one a key factor of production. This support the findings of Dan [47] 

who clearly noted that there has been a gradual decline in energy consumption in China since 1978 

despite increasing industrial growth and attributed this to energy efficiency. The results of this study 

imply that an increase in industrialization through efficient use of electricity or any other factors such as 

energy efficiency practices that affect electricity consumption, can reduce average end-user electricity 

prices to the consumer. It is important to note that the behaviors of the drivers of EP could also change 

depending on the economic structure, energy policy of governments and price regulation policies of the 

countries.  

5. Conclusion, regulatory implications, and policy recommendations 

The objective of this study, is to measure to which extent, Electricity Net Consumption (EC), Electricity 

Net Generation (EG), electricity transmission and distribution losses (Losses), International Average 

Crude oil prices (FP), Consumer Price Index (CPI), Industry Value Added (IVA) could influence the 

Average Electricity Prices (EP) in five countries of East Africa for a period of 2000 to 2019. This study 

adopts a three-stage approach, consisting of panel unit root, panel cointegration tests and estimating the 

long run cointegration relationship of the variables in a panel context. We applied four different panel 

unit root tests including ADF-Fisher Chi-square, Levin, Lin and Chu (hereafter referred to as LLC); PP-

Fisher Chi-square, and Im, Pesaran, and Shin, (hereafter referred to as IPS). The results of the tests reveal 

that the variables are non-stationary at “level”, stationary at first-differences integrated with order one 

denoted as I(1). For cointegration analysis, the Pedroni, Kao and Johansen Fisher co-integration tests 

were performed. The results of the tests reject the null hypothesis of no cointegration of the variables at 

1% level of significance. Therefore, we can conclude that there is a long-run relationship between all 

variables.  

FMOLS and DOLS coefficients estimation results, demonstrated that the independent variables explain 

the variations in electricity prices at 91% as shown by the R-squared. In addition, the overall considered 

variables are statistically significant at a 1% level, except EC which is statistically significant at 2% for 

DOLS only. The panel coefficients estimation indicates that 1% increase in EG, leads to 0.5% increase in 

the electricity prices (EP); 1% increase in FP, causes a 0.2% increase in the electricity price; 1% increase 

in losses, decreases the average electricity price by 0.2%; an increase of 1% in EC reduces the average 
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electricity prices of 0.2%; an increase of 1% in CPI, increases the average electricity prices increase by 

0.2%, and an increase of 1% in IVA, decreases electricity prices by 0.29%. The results revealed the 

existence of a negative long run relationship from electricity generation and fuel prices to electricity 

prices. This study recommends that governments should develop policies to support development of 

renewable sources which are also environmentally friendly, to increase the share of renewables in the 

overall energy mix in East African countries. They should renegotiate some of the terms and conditions 

of the agreement with the investment firms that were entrusted with the generation of hydroelectricity 

especially in terms of payback periods. They could also utilize equity financing arrangements, which are 

cheaper to reduce the electricity cost of production. This could reduce in long term the electricity prices. 

In addition, appropriate policies related to subsidized electricity prices need to be reformulated, to 

prevent adverse effects related to inefficient overconsumption of electricity. Furthermore, despite that 

subsidized electricity prices offset the negative effects of losses on electricity prices, the regulatory 

policies should adopt a performance-based regulation to cope the utilities to reduce the technical and 

commercial losses which can increase enduser electricity prices.  

This study is a first attempt to determine the drivers of electricity price in East African countries. The 

current study provides good insight into the behaviors of the key drivers of electricity prices in the East 

Africa region that could shape policy and regulatory decisions that will make the electricity sector 

financially viable and sustainable. Going forward, the authors have however identified some areas 

which can be improved upon in future studies. For instance, since investment affects electricity prices 

and is driven largely by peak capacity needs, it will be appropriate to have in the econometric model, 

Peak Demand (MW) as one of the independent variables. Also, for robust results in future studies, it will 

be important to disaggregate the total loss variable into Distribution System Losses (technical and 

commercial losses) and Transmission System Losses.  
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A B S T R A C T
Biomass has emerged as an important and promising energy source, particularly in developing countries, 

owing to continuous research for sustainable energy sources that do not interfere with food, water or land 

needs. This study introduces the surplus availability factor (SAF), minimum, average and maximum biogas 

production technique in the assessment of crop production data in 2020 to provide a more precise and 

current estimate of Cameroon's crop residue and municipal solid waste (MSW) bioenergy potential. Crop 

residues contributed roughly 96% while MSW contributed the remaining 4% of the total bioenergy potential 

of 606 PJ per year. The bioenergy potential was calculated using crop production statistics derived from the 

FAOSTAT database of the Food and Agriculture Organization, while the residue-to-product ratio (RPR) and 

surplus availability factors (SAF) were found from related studies. The study concludes that crop residues 

and MSW have significant energy potential capable of meeting the country’s electricity, transport fuel and 

biogas demand while simultaneously mitigating climate change through the capture of about 1.6 billion kg 

of CO2 through biogas recovery. It also highlights the lack of accurate and up-to-date data on the country's 

biomass potential and recommends ground data collection and geospatial mapping of areas with enormous 

potential for these resources to guide policymakers and investment plans.  

Keywords: Sub-Saharan Africa; energy access; crop residues; surplus availability factor; waste generated 

per capita 

1. Introduction  

Agricultural crop residues and municipal solid waste (MSW) are highly neglected and underutilized 

energy sources, as they are generally regarded as waste in most parts of the world, especially in 

developing countries like Cameroon. Cameroon is a Central African nation with the third largest 

biomass potential in Sub-Saharan Africa [1], owing to its vast tropical rainforest in the Congo Basin 

(Figure 1). This biomass potential is thought to equal about 6.3 billion tons [2]. Biomass and waste make 

up between 75–80% of the country’s total energy supply, contributing about 290 PJ in 2020 [3]. When 

these wastes are collected and disposed of in landfills, they undergo decomposition usually 

anaerobically. In the process, they emit biogas (composition of carbon dioxide and methane) which, if 

properly captured and processed, can provide many times over the world’s energy needs. The criticisms 

which have come with the clearing of land for the production of energy crops have encouraged research 

for biofuels from nonedible sources such as plant material, typically crop residues, and waste from other 

economic sectors [4]. Furthermore, the need to address major health and environmental concerns (such 

as indoor air pollution, deforestation, global warming, environmental pollution and climate change) 
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associated with improper MSW management, widespread use of fossil fuels and cooking with 

traditional biomass necessitates the research of waste-to-energy ventures [5].

Cameroon’s economy is dominated by the agricultural sector, which produces nearly 60 million tonnes 

of different crops annually [6]. This presents a huge market of agricultural residues from which 

bioenergy could be tapped to address the country’s energy challenges. Crop residues can be categorized 

into primary and secondary residues, depending on whether they are primarily from the farm or 

industrial processing, respectively. Primary residues usually consist of shells, leaves and peelings that 

are left in fields or plowed back for organic manure or used as feed for animals. Meanwhile, secondary 

residues like bagasse and husks are derived during crop processing into more useful products [5]. 

Usually, the process residues have a higher residue recovery rate, of almost 100%, as compared to the 

lower residue recovery of field residues, where most are either used as animal feed or reused for 

cultivation [7]. Most of the crops used in this study are available throughout the year in Cameroon and as 

such can be regarded as renewable biomass feedstock. However, most residues are used for non-energy 

purposes, such as animal feed, reuse for cultivation and organic manure. The energy applications of 

these residues are usually done traditionally as cooking fuels, causing health and environmental 

concerns. Many business and public sector actors have taken steps to harness the energy potential of 

these crops’ residues in order to reduce the use of fossil fuels, meet climate change targets and avoid the 

use of food crops for energy reasons. So far, most of these initiatives have been directed towards the 

production of cleaner cooking fuels (biogas and biochar) for the population in rural areas who mostly 

burn these residues directly for their energy needs. This does not only contribute to increasing the 

amount of greenhouse gas (GHG) in the atmosphere but also deteriorates the health of vulnerable 

women and children who stay more at home and are thereby more exposed. 
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On the MSW management side, about 2.01 billion tonnes of waste is generated globally per annum, with 

at least 33% of it not managed in an environmentally friendly manner [8] These figures are relatively 

higher in developing countries like Cameroon, where most municipal waste is left uncollected and 

untreated due to irregular and insufficient waste collection and treatment facilities. Ref. [7] add that the 

component diversity of MSW, which is usually composed of organic waste, paper waste, plastic waste, 

glass, textiles, electrical appliances, etc., makes it difficult to manage. Moreover, the GHGs such as 

CO2, N2O and CH4 emitted from improper waste management are responsible for about 5% of total 

GHGs in the atmosphere, while its leachate can cause significant environmental pollution in air and 

groundwater and gives rise to odor [9].  

The drive for bioenergy in Cameroon can be attributed to many factors, including energy security, 

revenue additions from agricultural and forestry sectors, socio-economic benefits and the expensive cost 

of importation of refined oil [2]. Also, due to Cameroon’s enormous biomass potential, many researchers 

have sought ways to exploit this enormous potential for energy purposes. As such, there are several 

published reviews, studies and technical works on techniques, prospects and economic feasibility of 

waste-to-energy using crop residues and MSW in Cameroon. Ref. [5] assessed the forest, crop, animal 

and MSW biomass resources in Cameroon, their bioenergy potential and potential contribution to the 

sustainable development of the country. They found out that the electricity production potential of these 

biomass sources for the year 2012 was about 67.5 TWh.y-1 which amounted to more than twelve times 

Cameroon’s total electricity production for the year 2010. Based on this, they concluded that biomass 

resources can significantly contribute to the country's energy supply. Ref. [2] also assessed the biomass 

resource potential in Cameroon from sustainably extracted agricultural and forest residues. They 

concluded that this potential could help spread electricity throughout the country, especially in farming 

communities where the residues are enormous. Ref. [10]  examined the ground biomass assessment 

mapping in Cameroon’s savanna ecosystem using ALOS PALSAR data and produced a biomass map of 

Cameroon, though they did not do an assessment of its bioenergy potential. Similar studies by [11] 

sought to evaluate the energy potential of crop residues (maize and sorghum stalk) for use in biomass 

power plants to produce electricity and thermal energy in the Northern region of Cameroon and the 

economic feasibility of it. Their techno-economic analysis of some 6 communities in this region gave an 

estimated total investment cost of about 874.5 million USD to produce a 270 MW installation, with 

levelized cost of electricity (LCOE) values between 6.81 USDcent/kWh to 12.9 USDcent/kWh. They 

however found that this project was only realizable with a Carbon bonus incentive of 5.16 

USDcent/kWh for the biomass power plant, without which losses in the municipalities of Bouki and 

Tchollere were to the tune of 72.778 GWh/year     and 137.331 GWh/year, respectively. They 

recommended that the biomass cost can be reduced by creating a biomass market for electricity 

generation and a biomass supply chain including the private company. Ref. [12] studied the potential of 
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converting the lignocellulosic biomass wastes from banana plantations in Cameroon into bioethanol, 

biomethane and wood pellets. They found that about 4.5 million tons of fresh banana plant when bone-

dried can produce approximately 93800, 92133, 447500 tons of bioethanol, biomethane and pellets, 

respectively. 

Most studies on MSW in Cameroon dwell mostly on the composition, sources, management and 

environmental impacts with little or no assessment of its energy potential. Other studies like [13] provide 

a broad description of the energy potential of MSW for African cities, including Cameroon. This study 

showed that Cameroon’s MSW in 2012 had a potential of about 290 million Nm3 and is expected to 

almost double in 2025 to about 524 million Nm3. In terms of potential energy recovery from waste 

incineration and landfill gas, recovery values were approximately 31,034 TJ/year and 7799 TJ/year, 

respectively, from the total waste generated in 2012. Correspondingly, this translates to 1724 Gwh and 

758 GWh of electricity potential.  

Nonetheless, from the reviewed literature, there is limited data and an information gap on the energy 

potential of the country’s crop residues and MSW, and this served as the impetus for this study. There is 

very little country-specific data on the moisture content, residue-to-product (RPR) and surplus 

availability factor (SAF) of crop residues. Most of the values utilized in this study are derived from 

similar studies in countries with identical weather patterns as Cameroon. Also, the geographical scope of 

many studies is limited to specific cities and does not give a comprehensive review of the energy 

potential of these resources nationally. Research around MSW is usually focused on its composition, 

generation, collection and disposal, with little or no characterization of its energy potential. There is also 

no GIS mapping of MSW hotspots and regions with high crop production to ease identification for 

further research or development. Most importantly, most studies do not depict a realistic picture of the 

total energy potential of crop residues, as they do not consider the surplus availability factor (SAF) of 

each crop residue. This introduces inaccuracies in the energy potential assessment, as it is assumed all 

residues are used for energy generation purposes while some are used for animal feeding and organic 

manure. The lack of updated information leaves policymakers flying blind and could deter investors 

who may be unable to conduct feasibility studies due to limited or outdated data. 

This study aims to bridge some of these gaps by

1. providing a more accurate and recent assessment of the energy potential of crop residues and MSW in 

Cameroon through the introduction of the SAF as used in similar studies by [14,15]; 

2. introducing the minimum, average and maximum biogas production methodology used by [16,17] to 

observe uncertainties in results; 

3. assessing the electricity generation potential of these sources, the amount of CO2 emissions saved 

with their use and the quantity of biofuels that could be produced from crop residues.  

The bioenergy assessment in this study is however limited to data collected from recommendable sites 
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and related literature. No ground data collection for crop residues and MSW was done. Also, the most 

up-to-date data consulted was for 2020, as it was the most recent in the FAOSTAT database available at 

the time of this study.

2. Methods and materials  

The statistics of human population and annual crop production of different kinds of crops for 2021 were 

obtained from the Food and Agricultural Organization statistics database [6]. To estimate the number of 

residues generated from each crop, the residue-to-product ratio (RPR) of each crop was used. The RPR 

values of several crops, as well as their respective heating values, were found in various published 

studies. Similarly, the heating values of biomass residues and MSW-derived biogas were sought from 

published documents.

2.1. Determining the bioenergy potential of agricultural crop residues 

Procedures and methods for estimating bioenergy from agricultural residues were adapted from [18,19]. 

The crop residues can be primary residues generated during crop harvesting and primary processing in 

farms or secondary residues generated during secondary processing in industries [14]. The amount of 

residue recovered from these crops is unknown, but for this study, it is assumed at 100% to enable the 

determination of the maximum energy potential of crop residues generated in Cameroon. The crop 

residues can be further divided into gross residue and surplus residue, which is the part of the gross 

residue used for energy production. The gross residue as given in formula (1) is a function of the area 

covered by the crop, the crop yield and the residue-to-product (RPR) ratio of the crops. 

where Rg(l) is the gross residue potential at the lth location from n number of crops in t y-1, A(il) is the 

area of the area ith crop at the lth location in ha, Y(il) is the yield of the ith crop at the lth location in t ha-1, 

and RPR(il) is the residue to product ratio of the ith crop at the lth location. The value of total crops 

produced (A(il)* Y(il)) was sourced from the FAOSTAT 2022 database [6], while the RPR values given 

in Table 1 were obtained from already published studies conducted in other countries, such as Ghana, 

Uganda, Zambia and China.



Data sources:

a = Ref. [20]; b = Ref. [15]; c = Ref. [14]; d = Ref. [21] ; e = Ref. [22]; f = Ref. [23] ; g = Ref. [24] ; h = Ref. 

[25] ; i = Ref. [4] ; j = Ref. [5] 

It should be noted that some parts of the generated gross residue from crops were used for other purposes 

like feeding livestock or for soil amendment. The unused part is the surplus, and this surplus (referred to 

as surplus residue potential (SRP)) is considered to be available for bioenergy purposes. The SRP is 
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estimated using the surplus availability factor (SAF) or recoverability factor of the crop residues. The 

SAF is defined as the ratio of residues available for energy purposes compared to the total residue 

amount. The SAF values used in this study were taken from similar published work (such as Ref. [15]), 

and where SAF for a particular crop (or crop residue) is not available, a SAF value of 1 was assumed. The 

surplus residue potential at location l is estimated using formula (2) according to Ref. [18].

where Rsl is the surplus residue potential at location l in tonnes per year, and SAF is the surplus 

availability factor or surplus residue fraction of the ith crop at lth location. 

The bioenergy crop residue potential is then calculated from the available surplus residue using Eq (3).

where El is the estimated bioenergy potential at the lth location in PJ y-1, and LHV(il) is the lower 

heating value of the ith crop at lth location in MJ kg-1. The lower heating values were obtained in similar 

studies in Ghana and Nigeria with similar climate patterns as Cameroon.  Though the moisture content 

of the residues was not directly used in computing the bioenergy potential, it should be known as it varies 

with location, harvest and storage periods and substantially affects the heating value of the crop [26].  

The energy potential of crop residues can be realized through their heat, electricity and biofuels 

production potential. In this study, the electricity potential and the bioethanol and biodiesel potential 

were analyzed using methodologies proposed and used by [2,27]in their studies. The average moisture 

content of 22.7% for all crop residues was used in calculating the total bone-dry mass, which was 

subsequently used in the calculation of the bioethanol and biodiesel production potential. In the 

bioethanol production, a low conversion factor of 110 litres per bone dry tonne was applied, and 300 

liters per bone dry tonne was utilized for high limit biochemical enzymatic hydrolysis and fermentation 

ethanol. Meanwhile, for Fischer Tropsch biodiesel production, a lower conversion factor of 75 liters per 

bone dry tonne was used, and 200 liters per bone dry tonne was utilized as the higher conversion factor.

2.2. Bioenergy potential of Municipal Solid Wastes (MSW) 

Municipal Solid Waste includes waste generated from households, commerce, trade, small businesses, 

office buildings and institutions (such as schools, hospitals and government buildings). It also includes 

bulky waste (e.g., old furniture, mattresses) and wastes from selected municipal services, e.g., waste 

from park and garden maintenance, waste from street cleaning services (street sweepings, the content of 

litter containers, market cleansing waste), if managed as waste. These sources exclude waste from 

municipal sewage network and treatment, municipal construction and demolition waste [28]. The 

economic status, season, food habit, age and gender of household members all affect the per capita 

generation from house to house [5]. Usually, larger per capita MSW generation amounts are seen in 

countries with higher socio-economic indicators like Gross Domestic Product (GDP) per capita, Gross 
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National Income (GNI) and Human Development Index (HDI) [29]. According to [5], MSW in 

Cameroon can broadly be classified into three main groups (see Figure (2)), which are as follows: 

• The directly and rapidly biodegradable fraction (69.50%) consists of organic matter, paper/cardboard 

and herbs. 

• The combustible and slowly biodegradable fraction (5.20%) includes solid organic matter such as 

wood chips, leather and plastics. 

• The inert and non-valorizable fraction (5.80%) is composed of pebbles, stones, ceramics, sand and 

metals.

As per the 2020 World Bank World Development Indicators, Cameroon’s total population stood at 

26545864 people with an urban population of 57.56%. The country’s per capita MSW generation as of 

2018 stood at 0.42 kg/person/day [30]. According to Cameroon’s main waste collection company, 

HYSACAM, it collects about 5000 tons of waste per day for over 15 million people [31]. This is about 

45.5% of the estimated 11000 tons generated daily throughout the country as per the daily generation 

rate of 0.42 kg/day*person. Assuming that the national per capita waste generation level remained fairly 

the same between 2018 and 2020 and using 18.47 MJ/kg as LHV of MSW, the energy potential of MSW 

generated in Cameroon for 2020 can be calculated using Eq (4):

where MSWSE(i) is the gross municipal solid waste solid energy potential in MJ/year, N is the total 

population, Q is the quantity of waste generated per capita per day for a household, QOR is the fraction of 

the rapidly and slowly degradable organic waste content, Ɛ is the waste collection efficiency, LHV is the 

lower heating value of the MSW, and product N*Q*E is the quantity of organic waste collected. 

The energy potential of landfills can be exploited through the capture of the biogas produced for cooking 

fuels, combustion engines and electricity generation. It is important to predict the rate and volume of 

biogas production for the feasibility of energy generation projects [17]. As such, the amount of waste 

collected and its level of biodegradability are very important. As seen in Figure 2, the rapidly degradable 
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(organic matter and paper/cardboard) and slowly degradable (textiles/leathers, plastics, wood and chips) 

portions of Cameroon’s MSW are 69.5% and 5.2%, respectively. 

To calculate the methane production potential and rate in this study, it is assumed that the landfills are 

engineered for biogas recovery. The Ref. [17] methodology was used with slight modifications, while 

the Ref. [16] approach (which estimates the potential for 3 scenarios: minimum, average and maximum) 

was applied to account for result uncertainty. The minimum, maximum and average biogas production 

factors (Table 2) were generated from [32] for moderate and rapidly degradable organic waste.

For the landfill collection efficiency, the arithmetic mean of 55.5% used by [17] was considered. The 

gross methane production was computed using Eq (5) below:

where QCH4 is the methane production potential as m3 per year, fL is the biogas production factor 

(m3/tonne) of MSW, fLF is the fraction of MSW sent to landfills, Ɛ gas is the landfill gas collection 

efficiency, MMSW is the organic fraction (rapidly degradable and moderately degradable), and 1000 = 

factor for unit adjustment. 

The energy potential of the generated methane can be calculated using Eq (6): 

engines (typically 35% for such systems [33], LHVCH4 is the lower heating value for methane, 35.5 

MJ/m3, CF capacity factor of the plant is 0.8 [17], and 3.6 × 106 is the factor unit conversion. Given the 

need to meet carbon emission reduction targets, it will be of interest to many countries and investors to 

know how much carbon dioxide emissions are avoided using any renewable energy source. Avoidable 

equivalent CO2 refers to the amount of methane that could have been released into the atmosphere in 

CO2 equivalents, if the gas had not been captured [33]. This amount can be calculated for methane using 

its global warming potential (GWP) with respect to CO2. Methane being 25 times more potent than CO2 

as a greenhouse gas implies the ratio can be given as 25 kgCO2/kgCH4 [34] was used and with a density 
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of 0.716 kg/m3 [35], the mass of methane can be computed.

3. Results and discussion 

3.1. Energy potential of agricultural crop residues in Cameroon 

Table 3 shows the estimated quantities of selected crop residues produced in Cameroon in 2020 and their 

corresponding energy potentials. The selected crops are the country’s main subsistence and cash crops in 

terms of production quantities and can be generally found throughout the country. Also, the availability 

of data for these crops made them suitable for this study. From this table, it can be seen that the annual 

estimated bioenergy potential of agricultural residues available for energy purposes is about 580 PJ/y. 

Furthermore, this table shows that the crop residues with the highest energy potential are plantains, palm 

oil, maize, sorghum and cassava with estimated energy potentials of 183 PJ/y,80 PJ/y, 71 PJ/y, 37 PJ/y 

and 32 PJ/y, respectively. The high energy contents of these crops can be attributed to their high 

production quantities, residue-to-product ratios and heating values of their residues. 



3.2. Energy potential of MSW resources in Cameroon. 

Deducing from Eq (4), approximately 4.07 million tonnes of MSW were generated in Cameroon in 2020 

with about 1.85 million tonnes collected. The energy potential of the collected waste amounts to about 

25.5 PJ. On the other hand, the methane production potential of MSW collected and landfilled computed 

from Eq (5) gives an average yield of about 88.64 million m3 of methane per year, corresponding to 3.15 

PJ worth of energy for just over 45% of MSW collected (see Table 4). This is a significant amount of 

energy potential which could be used to feed the country’s demand for clean electricity, heating or 

cooking energy sources. 

Deducing from Eq (7) the methane generated from landfills in Cameroon has an electricity generation 

potential of 0.24 GWh/year, which could add significantly to the country’s electricity generation 

potential from biofuels, which stood at 41.0 GWh in 2019 [3]. Using the proposed methodology above to 

determine the amount of avoided carbon dioxide emissions, it can be estimated that the captured 

methane in Cameroon’s landfills can save up to about 1.6 billion kgs of CO2 from entering the 

atmosphere, hence mitigating its global warming and consequent climate change effects. 

3.3. General discussions 

From the calculations, the total annual energy potential of both crop residues and collected MSW is 

about 606 PJ y-1. The approximately 580 PJ energy potential of crop residues is significantly greater 

than the 251.3 TJ energy potential in 2012 of Ref. [5]. This can be attributed to the increase in crop 

productivity of the selected crops over the years, which stood at about 18 million tons in 2012 compared 

to 57 million tons in 2020 [6]. Furthermore, the energy potential of major food and cash crops like maize, 

sorghum, rice, millet, wheat, sugarcane, cocoa, coconut and coffee considered in [2] gives a significantly 

lower energy potential of about 2.46 PJ as compared to the 128 PJ in this study.

This significant difference is also due to increased productivity over time and because their analysis was 

based on the energy potential of the bone-dry residue.  

From Table 5, about 37 million tons of bone-dry crop residues were available for biofuel or electricity 

production in 2020. These residues had the potential of producing between 4.13–11.23 billion liters of 
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bioethanol which could be used to offset gasoline consumption in Cameroon. Using the estimation 

methodology used by [2], this quantity of bioethanol is more than 5 times Cameroon’s total gasoline 

consumption of 8.74 thousand barrels per day in 2018 [36]. Alternatively, it could also yield between 

2.81 to 7.51 billion liters per year of biodiesel which could be used in reducing the demand for petroleum 

diesel consumption. On the electricity generation side, crop residues could generate between 24.35 and 

64.92 TWh of electricity, which is 3.67 to 9.83 times the entire country’s electricity consumption, of 6.6 

TWh in 2019 [3].  

At an annual population growth rate of 2.6% [37], Cameroon could have a population of around 33 

million people by 2030, with a 62 percent urbanization rate [38]. Economic expansion and rapid 

urbanization are expected to follow this population increase marked by increased energy demand for 

biomass and an equivalent increase in MSW generation. The 1.6 billion kgs of CO2  that could 

potentially be captured in landfills through biogas recovery shows that uncontrolled disposal sites can be 

a major source of Greenhouse Gases (GHG) in Cameroon. The Ref. [39] report predicts that about 

8–10% of global anthropogenic GHG emissions by 2025 will come from the waste sector, particularly 

food waste. This may present a major challenge to governments if this growth is not matched with 

adequate planning of energy security projects and proper waste management. In contrast, this presents a 

huge market for resource recovery and cheap energy generation. The development and integration of 

renewable energy from crop residues and MSW can provide sustainable solutions to the energy demands 

which could double in the next decade. Energy from these sources will not only satisfy energy needs but 

also help in clearing the streets from unwanted garbage and contribute to the waste management efforts 

of the government and, in general, foster its transition into a circular economy. Also, energy generation 

from crop residues and MSW takes away the question of food-vs-fuel that usually comes with the 

generation of bioenergy using edible food crops. The crop residues of plantain, palm oil, maize, sorghum 

and cassava are the most energy-intensive crops in Cameroon and should be priority crops for energy 

generation investments. 

Despite all these advantages, there are challenges to the wide-scale development of bioenergy 
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technology in Cameroon. Ref. [5] raise concern over the sustainability of supply, environmental impacts 

and difficulties with the collection, transportation and storage. In addition, most of these wastes are not 

sorted at the source, and there is a social stigma around MSW waste collection and sorting. Not up to half 

of MSW generated is collected and landfilled, with the rest being emptied into waterways and streams. 

There is also a lack of spatial geographical information system (GIS) data on the crop production level 

per region of Cameroon, and this makes it challenging to situate areas for potential research and 

investment. If proper waste-to-energy techniques are set up, the integration of biomass energy in the 

country’s energy mix will be accelerated.

4. Conclusions  

In this study, the energy potentials of agricultural residues and MSW in Cameroon are calculated and 

estimated at roughly 580 PJ and 26 PJ, respectively, in 2020. This is an enormous amount of energy 

potential which is not sufficiently utilized and, in most cases, utilized traditionally and unsustainably. 

These crop and MSW resources could be harnessed to provide electricity for off-grid communities and 

also used to replace fossil-based transportation fuels and cooking gas through bioethanol and biodiesel 

production.  

However, there are not sufficient policies to create the demand or promote technological development 

for modern biofuels in order to reduce the country’s dependence on expensive fossil fuel options. This 

has slowed the integration of alternative energy sources and consequently its climate change mitigation 

and adaptation efforts. These policies cannot be put in place without the availability of sufficient and 

accurate data on national energy demand and supply potential. In that light, there is a need for ground 

research and geospatial analysis of the country’s crop residue potential and waste generation hotspots so 

that concrete policies and plans can be drawn from realistic estimates and not guesstimates. 

Furthermore, Cameroon’s waste management needs to be improved holistically, with biogas recovery at 

landfill sites developed, with sorting at source encouraged, and waste collection coverage expanded to 

vulnerable and remote communities. There is also a lack of accurate and updated data on the quantity of 

landfilled waste and the per capita waste generation in various cities and nationally.  

In all, biomass and MSW are key resources which, if developed sustainably, will enable the country to be 

energy secure and self-sufficient, while achieving its emission reduction targets without compromising 

on its socio-economic development goals and fight against poverty.
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A B S T R A C T
This research presents a method for improving a conventional solar still to produce potable water during 

adverse conditions where there is low or no solar radiation. Summer and winter conditions in the Western 

Cape province of South Africa were considered. A comparative experimental study was conducted between 

a conventional solar still and the developed solar still. The developed solar still incorporated a photovoltaic 

powered thermoelectric heat pump. The purpose of the thermoelectric (TE) heat pump was to accelerate 

convection inside the developed solar still assembly. The coefficient of performance (COP) of the 

thermoelectric heat pump installed in the developed solar still ranged from 0.4 to 1.9 at an input current of 5 

A. The results indicated that the developed solar still was able to produce 2300 mL per day of drinkable 

water during a good day in the winter, but the conventional solar still was only able to produce 650 mL per 

day. The developed solar still produced 2180 mL per day, whereas the ordinary solar still produced 1050 mL 

per day, during a mild summer day. The developed still had an accumulated water production of 1180 mL 

during a night with mild temperatures. This significant improvement in yield of the developed solar still 

system is due to the change in temperature difference between the glazing and the water surface within the 

developed solar still. This is a significant contribution to the technology of solar water purification. 

Keywords: solar distillation; solar still; thermoelectric heat pump 

1. Introduction  

Water treatment refers to the processing of water to achieve a water quality that meets specified 

standards set by consumers, communities and organizations through regulatory agencies [1]. Water 

treatment can be classified into three main methods: chemical, physical and energy-intensive methods 

[2]. Desalination is the most used approach to produce clean water for drinking, irrigation and industrial 

purposes. Desalination technologies can be classified into two main categories based on the phase 

change of the treated water: mechanical and thermal desalination [3]. The first category is desalination 

without phase change (membrane-based), including reverse osmosis (RO), Nanofiltration (NF) and 

Electro-dialysis (ED). The second category is desalination that utilizes thermal energy to produce fresh 

water by evaporation and condensation, including multi-stage flash (MSF), multi effect distillation 

(MED), vapor compression distillation (VCD), vacuum distillation (VD) and solar distillation (SD) 

[4,5]. Desalination technologies have become a viable solution for water supply in many coastal 

countries that have limited natural freshwater resources [6]. A new survey shows that more than 15,900 

desalination plants are currently operational, most of them located in the Middle East and North Africa 

[7]. One of the disadvantages of centralized desalination plants is the intensive energy required to 
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operate the large scale units and to transport the water to the consumers [8]. Moreover, there are negative 

environmental impacts due to burning fossil fuels, brine disposal and the capital investment cost [9]. 

Solar distillation is categorized into two main categories: direct solar distillation and indirect solar 

distillation. In the first category, solar energy is used directly to carry out the evaporation process via 

devices called solar stills. Meanwhile, in the second category, a solar collector (thermal/photovoltaic) is 

used as an auxiliary device to provide thermal energy or generate electrical energy to run the distillation 

unit [10,11]. Direct solar water distillation is similar to the natural hydrological phenomenon of the 

water cycle; the difference is that solar water distillation is a controlled process (closed-loop system) 

while the natural water cycle is an open-loop system [12]. Solar distillation technologies are considered 

a promising alternative over the conventional desalination processes. They have many advantages, such 

as cost-effectiveness, environmental friendliness and suitability for remote areas where a large-scale 

desalination facility is not appropriate [13]. However, solar distillation technologies have not been 

widely used due to the low productivity of potable water. There are two reasons for the low productivity 

of solar distillation processes. First, the solar still has considerable thermal inertia because of the high 

specific heat capacity of the contaminated water; and second, there is difficulty in latent heat rejection of 

the condensation to the ambient [14]. 

Therefore, several research studies have been conducted to improve the performance of solar stills. 

Mohamed et al. [15] investigated the performance of a single-effect solar still equipped with fine stones 

as a porous absorber with different particle sizes. The results showed that the daily water yield of the 

solar still increased by 19.8, 27.8 and 33.3% when they used fine stones size of 1 cm, 1.5 cm and 2 cm, 

respectively. Bataineh and Abo Abbas [16] examined the effect of using both internal reflectors and fins 

on the performance of a single-slope solar still. They found that the effectiveness of solar stills is 

improved by installing internal reflectors on three of their sides. The efficiency increased by 36 and 47% 

in January and December, respectively. Porta-Gándara et al. [17] investigated the increase in water 

output of a 1.7 m2 single-slope solar still equipped with a perturbation device. Through this apparatus, 

air bubbles are injected into the water basin, which results in ripples on the water's surface. This results in 

an increase in the overall evaporative surface area and stimulates the mass transfer coefficient. The 

results showed that on a sunny day, the daily distillation production was 6.1 kg in a semi-desert region of 

La Paz, Mexico. Jani and Modi [18] examined the impact of cavity fins on the performance of a double 

slope solar still. The results indicated that the optimal water depth for desalination was 1 cm and that 

circular fins performed better than fins with a rectangular cross-section. The maximum water yield 

produced from the circular finned solar still was 1.49 kg/m2-day, while the square finned solar still 

produced 0.96 kg/m2-day. Kabeel and Abdelgaied [19] studied the performance of pyramidal solar still 

equipped with graphite absorber plate that had a high thermal conductivity as well as cooling of the 

condensation surface. The results indicated that combining the two methods could increase distillation 
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efficiency by 97.2–98.9% compared with a conventional pyramid still. Esfe et al. [20] presented a 

mathematical model to study the effect of the dimensions of a solar still equipped with thermoelectric 

system. The obtained results showed that the water yield improved by 6.8% compared to the 

conventional solar still. Esfe and Toghraie [21] introduced a numerical method to investigate the 

performance of a solar still with thermoelectric cooling system. The results showed that the use of the 

thermoelectric cooling system improved the daily water yield by 62% under the weather of Semnan 

province of Iran. Sheikholeslami et al. [22] introduced numerical simulation for thermal analysis of a 

parabolic solar collector with wavy absorber pipe and nanofluid. The results showed a 180% 

improvement in heat transfer coefficient. In addition, the performance and categorization of solar stills 

based on design guidelines, efficiencies and productivity were investigated by [14,23–28]. 

As noted in the literature review, most of these related studies on solar still performance enhancement 

focused on the productivity improvement by changing the design, structure or operation parameters. 

These kinds of improvements may work on ideal days (sunny, warm days). Note that, however, solar still 

systems still show poor performance on cloudy and partly cloudy days. Moreover, during hot days, the 

pure water yield decreases due to the low water-cover temperature difference. With this research gap 

identified, this work has therefore been undertaken to effectively improve the efficiency of a 

conventional solar still by employing a thermal energy backup system. A solar photovoltaic powered 

thermoelectric heat pump system is designed and integrated with the conventional solar still. Seasonal 

performance of the advanced solar still is reported in the research work herein with respect to the overall 

energy efficiency. The article is organized as follows: A literature review with focus on the water crisis 

and the attempted solutions is presented. Then, the principle of a solar still with emphasis on the 

developed solar still is presented, followed by practical designs and implementations of the developed 

and conventional solar stills. The experimental results are analyzed and compared, with the conventional 

solar still as the reference. Important findings are noted, concluding remarks are made, and 

recommendations are made for further studies.

2. Overview of the thermoelectric heat pump system 

The thermoelectric phenomenon is the conversion of thermal energy into electrical energy or vice versa 

[29]. The conversion of electric energy into a temperature gradient is called the Peltier effect, while the 

reverse phenomenon is called the Seebeck effect [30]. Since the advent of semiconductor materials, 

thermoelectric devices (TEC/TEG) have become widely used in many fields, such as building 

ventilation and air conditioning [31], the automotive industry [32], waste heat recovery [33] electronic 

equipment cooling [34].  

As a solid state heat pump, thermoelectric devices have many advantages over conventional heat pump 

systems, such as compact size, no moving parts, environmental friendliness due to the lack of use of 
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refrigerants and fast convenient heating and cooling sustainability. The coefficient of performance of 

thermoelectric heat pumps is relatively low compared with conventional systems. The trend of low 

performance is mainly caused by the poor heat conversion efficiency of the semiconductor materials, 

which is reflected by the figure of merit (ZT) value [35]. The value of figure of merit can be derived from 

Eq (1).

3. Materials and methods 

Figure 1 shows a photograph of the experimental apparatus of the developed solar still proposed in this 

research, which basically consists of a single-effect basin type solar still integrated with a thermoelectric 

heat pump system. The basin section is made of 0.5 m2 aluminum sheet. A polystyrene board with a 

thickness of 15 mm was used as a thermal insulator. It is sandwiched between the aluminum sheets of 

each side of the solar still. The basin liner was coated in black using waterproof and high heat resistant 

paint to maximize solar energy absorptivity. A polycarbonate sheet with a thickness of 1 mm was used to 

cover the basin. Thermal silicon was used to seal the edges. The thermoelectric heat pump system section 

consists of six TEC modules, two water-cooled heat sinks, two 10 W DC water pumps, circuit controls 

and a plumbing system. The heat sinks are made of aluminum tanks. Thermal grease was applied to 

attach the thermoelectric modules to the heat sinks. Insulation cotton washers designed specifically for 

THC application were used to prevent moisture formation around and inside the TE module. Typical 
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fasteners were used to mount the arrangement, and 15 kg/cm2 is the recommended tension to maintain 

proper contact with the TE heat sinks assembly. The cold side of the heat pump was connected to the cold 

water inlet of the condensation surface, while the hot side was connected to the heat exchanger routed 

inside the basin. A PV system consisting of a 270 W PV panel, circuit breaker, 20 A pulse width 

modulation (PWM) charge controller and 200 Ah deep cycle battery was used to power the 

thermoelectric heat pump system.

The experiment was conducted outdoors to evaluate the system performance under different weather 

conditions. Its site is located at 33.92° S, 18.4° E. Elevation was about 68.5 m above sea level. The 

selected tilt angle of both collectors (PV & still cover) was about 35.5°. In addition, an identical 

conventional solar still was used for comparison with the developed one. A set of thermocouples was 

used to measure the temperature of the water inside the basin, the condensation surface and other 

components of the TE heat pump system. Figure 2 shows a schematic diagram of the developed solar still 

and the positions of the thermocouples. A data logger meteorological station equipped with two 

pyranometers and an anemometer was used to record the incident solar radiation and wind velocity. 

The basins in both stills were filled with 10 L of seawater. The desirable water depth is about 20–30 mm 

[36]. For the developed solar still, it is crucial to keep the heat exchanger always submerged.



4. Results and discussion 

This section presents and discusses the experimental results of the outdoor experimental test conducted 

to evaluate the performance of the conventional single-effect solar still integrated with thermoelectric 

heat pump system. A comparison between the conventional solar still and the developed solar still is 

discussed from a thermodynamic point of view. 

4.1. The meteorological conditions of the test location 

During the experimentation period, the weather conditions of the location of the experiment were 

monitored using a weather station mounted at the top of the university’s mechanical engineering 

building. Samples of the weather conditions over the course of the testing period are illustrated in 

Figures 3,4. During a typical summer day, the ambient temperature can reach up to 35 °C, while on a 

winter day, the ambient temperature average is around 15 °C. The wind speed has seasonal dependence, 

and it ranges between 0.5 and 14.7 m/s.  
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due to a partly cloudy sky. 

Figure 6 shows the trend of the incident solar radiation in the early days of September 2021, and the 

maximum value of the computed solar radiation during six experimental days was 680 W/m2. On a 

mostly cloudy day, the maximum value was 135 W/m2. 
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4.2. The developed and conventional solar stills’ performances  

The water to water thermoelectric heat pump consists of 6 TEC-12706 modules integrated into a single-

effect solar still to enhance the daily potable water productivity. An identical conventional solar still was 

used as a reference to evaluate the performance. The stills were operated simultaneously side by side. 

The temperatures of both solar stills’ components were monitored. Herein, Tw represents basin water 

temperature, Tv represents vapor temperature, Tg represents condensation surface temperature, and Ta 

represents ambient temperature. 

The distillate yields of both stills were recorded. Also, the effect of the temperature difference between 

the cold and hot sides of the module on the coefficient of performance (COP) of the thermoelectric heat 

pump system was investigated. 

Figure 7 presents the temperature trend of the developed solar still’s components. The ambient 

temperature recorded at the start of the experiment was 17 °C, and it then increased to 26 °C at midday. 

The initial temperature of the water basin was 16 °C, and it then increased to 45 °C within 4 hours. At 

midday, the basin water temperature reached 60 °C. It stayed above 50 °C till 17:00 and then decreased to 

49 °C at the end of the experiment. The sharp increase in basin water temperature was due to the input 

heat delivered from the TE heat pump system. The vapor temperature had the same trend as the basin 

water temperature. It reached 54 °C at midday. The temperature difference between the water basin and 

the condensation surfaces is the key aspect of the solar still. It stayed above 20 °C. The highest value 

recorded was 32 °C.  

Figure 8 presents the temperature trend of the conventional solar still. The ambient temperature recorded 

at the start of the experiment was 17 °C, and then increased to 26 °C at midday. At the end of the 

experiment, the ambient temperature decreased to 18 °C. The initial temperature of the water basin was 

16 °C, and within 3.5 hours, it reached 26 °C. There was a linear increase in the water basin temperature 

until midday, after which a linear decreasing tendency was noticed. The maximum basin temperature 

recorded was 53 °C. The vapor temperature had similar behavior as the water basin temperature. It 
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reached 49 °C at midday. The condensation surface temperature increased with the increase of the vapor 

temperature. The maximum value recorded was 41 °C at midday. The temperature difference between 

the water basin and the condensation surfaces varied between 4 and 14 °C. 

Figure 9 depicts the yields of water distillates of both solar stills. As can be observed from the graph, the 

water yield from the developed still started early, at 8:30, while the conventional still produced water at 

10:30. The highest amounts of distillate for the developed and conventional stills were collected at 14:30 

and 15:00, respectively. The incident solar radiation was 660 W/m2. The accumulated water distillate at 

the end of the experiment was 2180 mL (4.4 L/m2) for the developed still, while the conventional still 

produced 1050 mL (2.1 L/m2). 

The performance of the developed solar still in September 2021 is presented in Figure 10. As is 

noticeable in the graph, the condensation surface temperature increased gradually after 12:00, due to the 

fact that the thermoelectric pump was off until 15:30, since the water basin temperature stayed above 52 
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°C. The maximum water basin temperature recorded was 54.8 °C at 14:00, and maximum ambient 

temperature was about 17.7 °C at midday. The average temperature difference between the water basin 

and the condensation surfaces was 24 °C. 

Figure 11 depicts the temperature trends in the conventional solar still components. The highest 

temperature of the water basin, recorded at 13:30, was 45.8 °C. Because of the low intensity of solar 

radiation, the water basin temperature remained relatively low throughout the day. The average of the 

temperature difference between the water basin and the condensation surfaces was 11 °C

Figure 12 depicts the accumulated distillate water of both solar stills. As can be observed from the graph, 

the water yield from the developed still started early, at 9:30, while the conventional still produced water 

at 11:00. The highest amounts of distillate for the developed and conventional stills were collected at 

14:30 and between 13:30 and 14:30, respectively. The incident solar radiation was 530 W/m2. The 

ambient temperature was relatively low, and the highest value recorded at 13:00 was 17.8 °C. The 

accumulated distillate water at the end of the experiment was 4.6 L/m2 for the developed still, while the 

conventional still produced 1.3 L/m2. 



The performance of the developed still during a relatively cold night in September 2021 is shown in 

Figure 13. The water basin temperature (Tw) reached 43 °C at 23:00. The highest value recorded was 

50.4 °C. The thermoelectric heat pump system was able to maintain the temperature at around 49 °C until 

the end of the experiment. The ambient temperature varied between 11.4 and 16.4 °C. The average 

temperature difference between the water basin and the condensation surfaces was 27 °C. As observed 

from the graph, the condensation (water yield) began at 22:00. The accumulated water yield at the end of 

the test was 1180 mL (2.360 L/m2).   

Figure 14 shows the variation of the coefficient of performance of the heat pump system at the input 

current of 5 A. It is noticeable that the COP declines with the increase of the cold side temperature of the 
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thermoelectric modules (Tc). At 8:00, the temperature of the cold side of the thermoelectric module was 

10 °C, the hot side was 28 °C, and the value of the COP was 1.9. At 14:00, the temperature of the cold side 

increased to 29 °C, and the value of the COP decreased to 0.4 due to the increase in the cooling capacity 

(Qc). At the end of the experiment (19:00), the value of the COP increased again due to the decrease of 

TC, which was 13 °C. These findings are in agreement with the results found by [37].

5. Conclusions 

This research work investigated the performance of a thermoelectric water-to-water heat pump system 

integrated into a conventional solar distillation unit. A typical solar photovoltaic system was designed to 

power the thermoelectric heat pump components. The main benefit of the integrated thermoelectric heat 

pump is that it increased the daily yield of fresh water by means of heating up the saline/brackish water 

and cooling down the condensation surface, thus increasing the temperature difference between the 

water basin and the condensation surfaces. This is considered the key factor of the solar still operation. 

Summer and winter outdoor experiments were conducted to the performance of the solar still under 

different weather conditions. The obtained results are summarized as follows: 

1 The results of the summer outdoor experiments showed that at an incident solar radiation of 660 W/m2 

and an ambient temperature of 26 °C, the maximum water basin temperature of the developed solar still 

was 60 °C, and the daily distillate yield was 2180 mL (4.4 L/m2). Meanwhile, the maximum basin water 

temperature recorded for the conventional solar still was 53 °C, and the water yield was 1050 mL (2.1 

L/m2).  

2 On a moderate winter day, the accumulated water yield was 2300 mL (4.6 L/m2), and the maximum 

water temperature was 54 °C. Despite the low average of the incident solar radiation and low ambient 

temperature, the daily yield was satisfactory due to the higher temperature difference between the water 

and the condensation surfaces, which was evaluated as 35 °C. Meanwhile, the accumulated water yield 
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from the conventional still was 650 mL (1.3 L/m2). The maximum basin water temperature achieved 

was 46 °C.  

3 The results for the developed still during a moderate night in the month of September 2021 showed that 

the highest water basin temperature was 50 °C, and the accumulated distillate yield was 1180 mL (2.36 

L/m2). 

4 The maximum value of COP of the thermoelectric heat pump according to energy balance equations 

and the principles of thermodynamics for a single-stage heat pump was about 1.9. 

Based on this work, the integration of the thermoelectric heat pump system into a conventional solar still 

has shown significant improvement of the daily fresh water productivity. The thermoelectric heat pump 

system can be integrated into different types of passive solar stills. Herein, simple modifications may be 

required for the thermoelectric heat pump layout to match the different designs of the solar stills. 

For future work, more investigations are needed to improve the thermoelectric heat pump performance. 

Therefore, the authors recommend further exploration of the use of other types of thermoelectric 

modules. Moreover, cascades or multi-stage cycles can be addressed in further studies. 
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A B S T R A C T
Flooding and dry-out are major drawback issues in proton exchange membrane fuel cells (PEMFC), which 

necessitate adequate prevention control techniques. In a fuel-cell stack, as flooding and dry-out occur on 

the inlet and outlet sides, respectively, both faults can exist simultaneously. Therefore, the timely detection of 

these two contradictory faults is crucial for implementing timely control measures. In this study, we propose 

a preventive control method that detects the fault signs early for more effective prevention. The proposed 

method uses a curve-fitting method, which uses overpotential as the control index. As the control index can 

be obtained by measuring the current, voltage, and temperature, the evaluation can be performed quickly, 

making it easy to implement in a PEMFC system. Under a single fault, the stack output power, hydrogen 

consumption, and power efficiency of the proposed preventive control method and the previous study on 

flooding were compared. The results showed that our preventive control method could detect flooding 

sooner and was superior in stack output power, hydrogen consumption, and power generation compared to 

the fault control method. Under conditions of mixed flooding and dry-out, both flooding and dry-out were 

detected using the overpotential as the control index. Thus, because the proposed method initiates control 

measures before the fault progresses, it is possible to ensure the continued stable operation of the fuel cells.

   Keywords: PEMFC; control; flooding; dry-out; overpotential; curve fitting

1. Introduction 

Proton exchange membrane fuel cells (PEMFCs) have attracted considerable interest due to their ability 

to exhibit high energy densities at low temperatures, compact size, high efficiency, and minimal carbon 

emissions. Consequently, they are used in a multitude of applications, such as fuel cell vehicles (FCVs), 

cogeneration systems, portable electronics, and emergency power sources [1,2]. However, the mass 

commercialization of PEMFCs has been hindered due to operational issues stemming from water and 

thermal management, such as flooding or drying out, resulting in reduced power performance and 

system degradation [3]. Flooding is a fault wherein the water produced during the operation of a PEMFC 

gets retained, thereby filling up the pores in its gas diffusion layer, which covers the reaction area of the 

catalyst layer and results in decreased fuel cell performance. The lower the flow rate, the greater the 

flooding caused by the plugging of the generated water. Correspondingly, the conductivity of the 

membrane is affected, and the thickness of the electrolyte changes significantly [4]. Dry-out is a fault in 

which the membrane dries owing to excessive operating temperatures, flow rates, and declining power. 
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Consequently, the fuel cell membrane degrades more rapidly, causing pinholes and other defects [5]. 

There are several approaches to identifying the internal conditions, which include investigating the 

moisture state via X-ray [6], neutron tomography [7], the degree of drying of the membrane by 

measuring cell resistance using the current interruption method [8], and electrochemical impedance 

spectroscopy [9,10]. However, it is difficult to implement these methods in PEMFC systems. Fault 

diagnosis and control are various model-based methods [11] that delve into the reaction process of fuel 

cell systems and non-model-based methods by utilizing analytical models based on heuristic knowledge 

and signal processing techniques [12,13]. For model-based applications, Onanena et al. [14] proposed a 

pattern-recognition-based diagnostic approach based on electrochemical impedance spectroscopy 

measurements. For non-model-based approaches, Li et al. [15] used a support vector machine, and 

Steiner et al. [16] used neural networks to facilitate fault diagnosis. However, these methods require 

prior data collection, which demands time and effort to build the system.  

Akimoto et al. [17] proposed a curve-fitting method that uses overpotential as a control index to diagnose 

and control faults. This method is easy to implement in PEMFC systems, wherein the control index can 

be calculated using only the initial and measured values of current, voltage, and temperature. Another 

advantage of this method is that it can respond to sudden faults, allowing evaluations to be performed 

quickly. 

Despite the multiple methods proposed for implementing fault control, they are applicable only for 

operating conditions that cause a single fault. Each fuel cell in a stack has different internal parameters, 

such as gas concentration, supply pressure, and temperature. As flooding and dry-out tend to occur on the 

inlet and outlet side, respectively, two types of faults may coexist in a fuel-cell stack. When these happen 

simultaneously, purge control is used to drain water from inside the fuel cell. This quickens the drying up 

of the membranes in the other cells. Therefore, early detection of these two contradictory faults is 

necessary to control them. 

In this study, we propose a preventive control method using a curve-fitting method that uses 

overpotential as a control index. The remainder of this paper is organized as follows. Section 2 presents 

the configuration of the PEMFC system used in the experiments, along with an overview of the 

preventive control method. Section 3 proposes a preventive control method for a single fault and 

compares it with a previous study. Additionally, a preventive control method was proposed for two 

mixed types of flooding and dry-out faults. Finally, Section 4 summarizes the conclusions of this study.

2. Experiments and control methods 

2.1. Experiments
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Figure 1 shows the PEMFC and the control system. A 5-Cell PEMFC stack was used in this study. The 

flow channel is serpentine, and the reaction area is 37.8 cm2. Figure 2 shows the IV curve of the PEMFC 

stack. In this PEMFC stack, the maximum output is 38.6 W at 15 A. For each cell voltage at 15 A, cell 1 

has the higher voltage, 0.60 V and cell 4 has the lower voltage, 0.54 V. Pure hydrogen was supplied in 

flow mode from a cylinder, and air through a pump. A fan was installed on the stack for cooling purposes. 

The cell voltage, stack current, and stack temperature were converted to voltages and recorded on a 

personal computer (PC). 

Table 1 presents the experimental conditions of this study. The faults assumed were flooding and a 

mixture of flooding and dry-out. Only flooding was reproduced at lower operating temperatures and 

flow rates. The hydrogen and air flow rates were 0.6 and 3.3 L/min, respectively. The operating 

temperature of the cooling fan was 45 ℃. Mixed flooding and dry-out were reproduced at higher 

operating temperatures and lower flow rates. The hydrogen and air flow rates were 0.4 and 1.4 L/min, 

respectively. These parameters for both conditions were adopted from preliminary experiments to cause 

the respective faults. The voltage drops due to flooding and dry-out were controlled by the flow rate and 

installed fan, respectively. 
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 2.2. Control methods 

2.2.1. Preventive control 

Preventive control is a method to maintain power by detecting signs of faults, such as flooding and dry-

out, and controlling them in advance. In this study, we propose a preventive control method that uses 

overpotential as a control index. Overpotential is the voltage drop associated with an increase in current 

density. It is classified into three types based on the factors that cause the power to drop: activation, 

ohmic, and concentration. The voltage drop factor can be evaluated by separating each overpotential 

type. The activation overpotential is the voltage drop due to the consumption of activation energy and the 

reaction to become an ion. The ohmic overpotential is the voltage drop arising from the resistance to the 

transfer of electrons and ions in the electrolyte membrane, electrodes, separator, and other components 

of the fuel cell. The concentration overpotential is the voltage drop caused by a decrease in oxygen and 

hydrogen concentrations. 

To evaluate the power reduction factor, the overpotential was calculated by fitting the curve model 

equation with the least-squares method based on the measured values of the cell voltage, stack current, 

and stack temperature obtained from the PEMFC. In this study, the curve-model equation [18] in Eq (1) 

was used to calculate the overpotential. 
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2.2.2. Control strategy
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3. Results and discussion 

3.1. Comparison between the proposed method and previous study for single fault 

Figure 5 shows the transition of Cell 4 voltage in preventive and fault control methods. In this stack, 

flooding was often detected in Cell 4. Flooding is detected at cell voltages around 0.25 V in fault control 

method, whereas in the preventive control method, it is detected at cell voltages around 0.45 which 

restrain the cell voltage drop.  

Figure 6 compares the hydrogen and air flow rates, Cell 4 voltage and concentration overpotential, in the 

preventive control method from 1400 to 1500 s. From 1400 s, the concentration overpotential increased 
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as the cell voltage decreased and reached the control threshold at 1448 s. At 1400 s, the cell voltage and 

concentration overpotential were 0.556 and 0.029 V, respectively. The control measures were 

implemented at 1449 and 1457 s. When the cell voltage increased (0.602 V) and the concentration 

overpotential decreased (5.65 × 10–5 V), the control measures were suspended. 

Table 2 shows the efficiency and parameters of each control method during the constant-current 

operation. The control frequency is higher for the preventive control method at 54 times and the fault 

control method at 6 times, but the stack output power is higher and the hydrogen consumption is lower 

than that of the fault control method. The efficiency of the preventive control method was 1.4% higher 

than that of the fault control method at 26.5%, compared to 25.1% for the fault control method. 

Based on these results, the proposed method detects flooding earlier than the fault control method using 

the concentration overpotential as a control index. Therefore, it has the advantage of average output 

power. Additionally, the operation could be performed while increasing the power efficiency as 

hydrogen consumption was suppressed by gradually increasing the flow rate unlike the purge control 

method used in the previous study. 



3.2. Preventive control of mixed faults in the proposed method
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Figure 7 shows the voltage and temperature transitions for all the cells under the preventive control 

method. All cells were maintained at the voltage of 0.35 V until 1100 seconds. Table 3 shows number of 

control frequency for the proposed method. In this experiment, dry-out was detected 7 times and 

flooding was detected 3 times. Figure 8 shows the voltage and ohmic overpotential of Cell 2 with 

temperature and dry-out control from 400 to 1000 s. The dry-out was detected three times: from 539 to 

650 s, from 758 to 816 s, and from 860 to 927 s. The initial ohmic overpotential of Cell 2 in this 

experiment was 0.137 V. As the temperature increased from 400 to 539 s, the cell voltage decreased from 

0.438 to 0.372 V, and the ohmic overpotential increased from 0.164 to 0.220 V. From 539 to 650 s, the fan 

was controlled to suppress the decrease in cell voltage. This behavior is evident from 813 to 927 s: from 

813 to 860 s, the temperature increases from 62.2 ℃ to 67.7 ℃, the Cell voltage decreases from 0.425 to 

0.392 V, and the ohmic overpotential increases from 0.194 to 0.210 V. From 860 to 927 s,fan control 

increased the cell voltage to 0.440 V and decreased the ohmic overpotential to 0.183 V.  

Because stable operation was possible with the cooling fan during all periods, it is considered that the 

membrane got dried when operating at a high temperature. The difference in the internal condition of the 

stack before control was considered to be the cause of the output increase due to the cooling fan during 

the third control at 860–927 s. In this experiment, dry-out was detected for the first time at 539–650 s. 

Moreover, the fan control involves temporary cooling. Therefore, from the second detection onwards, 

residual heat remained in the stack compared to the first control at 539–650 s, so the membrane was more 

likely to dry. Furthermore, the fact that the stack temperature rises earlier after the second control at 

758–816 s also indicates that the latter is drying the membrane. Consequently, the control frequency of 

the cooling fan also increased, prompting an increase in the cell voltage during the third control at 

860–927 s. Furthermore, the voltage of Cell 5 was 0.477 V at 758 s, but increased to 0.512 V at 927 s due 

to the cooling fan control.

AIMS Energy (Volume- 13 , Issue - 3, Sept - Dec  2025)                                                                                                                 Page No. 72



Figure 9 shows the voltage and concentration overpotential of Cell 1 with hydrogen, airflow, and 

flooding control from 950 to 1115 s. At 1091 s, the concentration overpotential exceeds the control 

threshold for the first time. The cell voltage and concentration overpotential in Cell 1 were 0.369 and 

0.152 V, respectively. The cell voltage increased at 0.511 V, and the concentration overpotential at 3.68 × 

10–5 V decreased via flow rate control. The cell voltage is increased by controlling the flow rate. 

However, at the third control time, despite the increase in cell voltage, the flow control continued, and 

the voltage dropped. This was because flooding was detected in other cells. Figure 10 shows the voltage 

and concentration overpotentials of cell 5 from 1090 to 1115 s. The concentration overpotential 

exceeded the control threshold of 1104 second. Control was initiated, and the cell voltage increased at 

1105 s, but then gradually decreased. It is thought that the cell membrane accelerated drying via the 

continued flow rate control. 
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4. Conclusions 

 In this study, a preventive control method using overpotential as a control index was proposed that can 

diagnose and avoid contradictory faults in the stack to ensure stable operation of the fuel cell systems. 

The proposed method is easy to implement in a PEMFC system because the control index can be 

calculated by measuring the current, voltage, and temperature and can be evaluated quickly. 

For a single fault, we compared the method proposed in this study with a previous study on flooding. The 

preventive control method detected flooding earlier than the fault control method by using the 

concentration overpotential as the control index and improved the voltage of Cell 4. Additionally, 

although the control frequency increased, hydrogen consumption was suppressed by gradually 

increasing the flow rate unlike the purging control method. Furthermore, the system was superior in 

terms of the stack power output and power efficiency. This showed that not only could faults be avoided 

in advance, but the system could also be operated while improving the power efficiency.  

Under conditions of mixed flooding and dry-out, both flooding and dry-out were detected using the 

concentration overpotential for flooding and the difference between the ohmic overpotential after the 

start and during operation, as the control index for dry-out. The voltage of Cell 1 was improved for 

flooding, and that of Cell 2 was improved for dry-out. As a result, we were able to maintain more than 

0.35 V in all cells until 1100 seconds.  

From these results, because the proposed method initiates control measures before the fault progresses, 

stable operation is possible. Furthermore, it can be integrated with other control systems, increasing the 
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reliability of the fuel cell system. 
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