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Computational Flow Analysis of Carburetor Venturi Effecting 
On Obstacles

12 Ivarayudu, Dr. B. Jayachandraiah ,
1 

PG scholar, Department of Mechanical Engineering, SKIT/JNTUA, India
 2

 Professor, Department of Mechanical Engineering, SKIT/JNTUA, India

A B S T R A C T

 INTRODUCTION

Carburetor: The carburetor is a device that mixes fuel into the incoming air. The airflow into the 

carburetor is controlled by a butterfly valve, and the fuel is added to the mixture through venturi. In a 

carburetor equipped engine. The air comes in to the space for air filter. Air passes through the air filter and 

then into the carburetor where the fuel is blended with it. Through the intake manifold, it passes. And 

then it is drawn into the cylinders.

Large volumes of small engines (two wheelers) are being sold in India every year. Its emissions comprise 

a significant percentage of total pollutants in India. As demonstrated by the automotive industry, 

significant reductions in emissions are technologically possible, particularly with the use of electronic 

fuel injection. However, due primarily to cost constraints, small engine manufacturers rely on small, 

inexpensive Carburetors to generate the fuel mixture for their engines. Thus, a better understanding of 

carburetor performance and modeling could lead to better fuel mixture control and lower emission

A computational fluid dynamics (CFD) is used to develop a three dimensional, fully turbulent model of the 

compressible flow across a complex-geometry venturi, such as those typically found in small engine carburetors. 

An attempt is made in this paper to carry- out three dimensional CFD analysis of effecting on carburetor venturi 

with obstacles and fuel tube to draw various types' contours of the static pressure, velocity, total pressure and 

turbulent kinetic energy. First is to model the carburetor venture using CFD tool and meshed by volume mesh with 

84, 605 Tetrahedron elements. Then the CFD analysis is carried–out and presented results, is observed result 

drawn for various types of static pressure, velocity, total pressure and turbulent kinetic energy is effecting the fuel 

tube and venturi without obstacles and effecting on modified obstacles, It is observed that the obstacles located at 

converging nozzle of the venturi do not cause significant pressure losses, while those obstacles wakes on the flow. 

Significantly, once the mass flow rate is corrected using an overall discharge coefficient, the knowledge of the 

actual Cross-sectional area at the venturi throat is enough to calculate the static pressure and Stagnation 

Pressure(total pressure) at the tip of the fuel tube. The evaluated results are validated with mathematical model, its 

good agreement.

Keywords: CFD, carburetor, venturi
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A real carburetor venturi has details in its geometry that create disturbances in the flow and may cause 

pressure losses that cause deviations from an ideal isentropic flow. These carburetor parts are the choke 

plate, throttle plate, fuel tube, side passages to secondary systems, and, sometimes, an additional 

concentric fuel tube in the venturi throat. Some details of typical carburetors used in small engines are 

shown in above figure1.

LITERATURE REVIEW

This Literature review section provides an insight into the research in the present paper the inlet 

obstacles, fuel tube, and throttle plate were modeled with in order to gain a better understanding of the 

flow in complex venturis. Several studies have addressed the modeling of fuel flow in carburetors: 

Experimental studies performed by Furuyama and Ohgane [1] and Moss [2] showed that the pulsating 

nature of the air flow affects the amount of fuel delivered by the carburetor. Furuyama found that the 

effect of pulsating air flow on fuel flow may be classified as: i) when the throttle plate opening is large and 

air flow is low, the fuel flow is higher at pulsating flow than at steady flow, and ii) when the throttle plate 

opening is large and air flow is high, the fuel flow is lower at pulsating flow than at steady flow. Moss' 

experiments [1] agreed with the conclusions for the first case. Both researchers proposed that the fuel 

flow under dynamic air flow may be calculated by using the steady state prediction, and then corrected 

with a pulsation- correction factor. Two special considerations must be taken when predicting the fuel 

flow from the carburetor circuits: the characterization of the two-phase flow inside the emulsion tube and 

the characterization of the small metering orifices.

The only known work that has used CFD for the characterization of the flow across the carburetor was 

done by Wu, Feng and Liu [3]. But in their work, the carburetor was represented as a two-dimensional 

channel where the fuel tube was a large obstacle in the flow field. The only results shown in this work are 

the static pressure drop along the axis of the carburetor.
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Thus, it can be inferred from these works that the flow through a carburetor can be successfully modeled 

using pressure variation as boundary conditions and the standardized k-epsilon turbulence model is 

competent enough to model the turbulence behavior in the flow.

OBJECTIVE OF THE PAPER

To carry out three dimensional CFD analysis of carburetor venturi to understand the effect of the various 

obstacles present in the flow domain like the fuel-tube, throttle plate and to optimize the design of 

carburetor by carrying out geometrical changes based on results obtained from CFD analysis of existing 

model.

• To perform CFD analysis by considering the following models.

a) Ideal carburetor venturi

b) Existing carburetor venturi

c)  Modified carburetor venturi 

MODELING INTRODUCTION

Basic steps of modeling:

Stage 1: preprocessing

Geometry definition: the physical boundaries of the objects are defined in a 3-dimensional space.

Meshing: the volume bound by the body or the fluid domain is discretised into finite elements that are 

uniform or Non-uniform as the problem demands.

Model definition: the type of fluid modeling is defined in terms of the flow equations adopted or the 

energy Transfer models etc.

Boundary conditions: the boundary or end conditions of the flow are defined in the software module 

The inlet boundary condition was defined with the isentropic stagnation pressure and temperature, and 

the outlet boundary condition was defined with the outlet static pressure. An ideal gas model was used in 

order to take into account the compressibility of the airflow.
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Method

A three-dimensional model of a carburetor venturi was generated in CFD tool, The model build option 

crate line and create surface, by using extrude surface and then we create that venture geometry, this 

model saved In IGS for met and then it is export to using ICM software for meshing and element type 

Tetrahedron the mesh is created. This file is saved in *mesh for met and it is used CFX for CFD analysis.

Meshing Model Details:

Element type    : Tetrahedron

Global Element Scale Factor : 4.3

Mesh Type    : Volume mesh

No. of elements   : 84,605

 
Mathematical Modelling

Air is used as fluid media, which is assumed to be steady and incompressible. High Reynolds number k-ε 

turbulence model was used in the CFD model. This turbulence model is widely used in industrial 

applications. The equations of mass and momentum were solved using SIMPLE algorithm to get 

velocity and pressure in the fluid domain. The assumption of an isotropic turbulence field used in this 

turbulence model was valid for the current application. The near-wall cell thickness was calculated to 

satisfy the logarithmic law of the wall boundary. Other fluid properties were taken as constants. Filter 

media of intake system and air sensor were modeled as porous media using coefficients.

For porous media, it is assumed that, within the volume containing the distributed resistance there exists 

a local balance everywhere between pressure and resistance forces such that

Technoarete Transactions on Electrical Vehicles and Automotive systems (Vol - 04, Issue - 3, Sep - Dec 2025)                                Page No - 4



ANALASIS INTRODUCTION

CFD : Computational fluid dynamics (CFD) is one of the branches of fluid mechanics that uses 

numerical methods and algorithms to solve and analyze problems that involve fluid flows. Until 1960's 

we would have been operating in “two approach world” theory and experiment. Later an important new 

third approach in fluid dynamics is introduced.

The ANSYS CFX  : solver uses the most modern solution technology with a coupled algebraic multi-

grid solver and extremely efficient parallelization to help ensure that solutions are ready  for analysis 

quickly and reliably. Solution analysis with the ANSYS CFX post-processor then gives users the power 

to extract any desired quantitative data from the solution; it also provides a comprehensive set of flow 

visualization options. Animations of flow simulations are easily generated, and 3-D images can be 

directly created using the freely-distributable 3-D viewer from ANSYS CFX.

CFX-5 consists of five software modules which are linked by the flow of information required to perform 

a CFD analysis.

In this pressure losses created by these elements reduce the mass flow rate that could be driven through 

the venturi for a given pressure difference between the inlet of the venturi and the intake manifold. The 

inlet obstacles, fuel tube, and throttle plate were modeled with in order to gain a better Understanding of 

the flow in complex venturis.
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The RNG K-E turbulence model is used, with standard wall functions for near-wall treatment. The 

discretisation scheme used was second order in space. The convergence criteria were set to a maximum 
-6 -4residual equal to 1x10  for the energy equation and to 1x10  for  the  other equations.

Governing Equations

Commercial CFD solver CFX was used for this study. It is a finite volume approach based solver which is 

widely used in the industries. Governing equations solved by the software for this study in tensor 

Cartesian form are following:

Where ρ is density, u is j the Cartesian velocity, p is static pressure,     is viscous stress tensor. The RNG j

model was developed using Re-Normalization Group (RNG) methods by Yakhot et al to renormalise the 

Navier-Stokes equations, to account for the effects of smaller scales of motion. In the standard k-epsilon 

model the eddy viscosity is determined from a single turbulence length scale, so the calculated turbulent 

diffusion is that which occurs only at the specified scale, whereas in reality all scales of motion will 

contribute to the turbulent diffusion. The RNG-approach, which is a mathematical technique that can be 

used to derive aturbulence model similar to the k-epsilon, results in a modified form of the epsilon 

equation which attempts to account for the different scales of motion through changes to the production 

term.

Transport Equations

There are a number of ways to write the transport equations for k and, a simple interpretation where 

bouyancy is neglected is

τ  
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With the turbulent viscosity being calculated in the same manner as with the standard k-epsilon model.

Boundary conditions

The carburetor venturi had an inlet diameter of 25 mm, a throat diameter of 12 mm and exit diameter of 

20 mm. This venturi had inlet obstacles, a fuel tube. The inlet boundary conditions in CFX were set to the 

laboratory conditions (T0=293 K and P0=1 atm) and the outlet boundary condition to the outlet pressure 

in the low-pressure plenum in the flow bench _Pout=94.5 KPa, Four The CFD is used for assessing the 

details of the flow, the values of the discharge coefficients, and localized values of the flow variables; 

specifically, the static pressure at the tip of the fuel tube. The following sections present a systematic 

study of the effect of different carburetor parts. First, carburetor venturi is modeled without obstacles. 

Second, the inlet obstacles were added, and then the fuel tube was added to the geometry. Finally, how to 

effect of obstacles is study.

RESULTS AND DISCUSSION

INTRODUCTION

By observing various types of the static pressure, velocity, total pressure and turbulent kinetic energy, for 

effecting on venturi with obstacles, effect on fuel tube, modified obstacles and effect on modified 

obstacles model, Figures are shown below

5.1 Venturi without obstacles:

The following figures shows the Static Pressure, Velocity, Turbulent Kinetic Energy, Total pressure and 

Velocity vector for a compressible air flow across the venturi without obstacles i.e. fuel tube and throttle 

plate. In fig 5.1 the Static Pressure is almost uniform in the radial direction except at the throat where it 

changes next to the wall. After venturi the pressure variation is almost constant (no pressure fluctuation). 

In fig 5.2 the velocity increases at the converging nozzle and then separates from the wall at the diffuser in 

the region of adverse pressure gradient. The velocity is almost constant behind the venturi.
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In fig 5.3 the total pressure (stagnation pressure) shows that it is uniform throughout the flow except at the 

wall of the throat. Generally the reduction in stagnation pressure creates wake region (turbulence 

region). In fig5.4 the turbulence kinetic energy field shows that the intensity of turbulence created. The 

highest turbulence region created at near wall throat.

Effect of fuel tube

The following figure shows the Static Pressure, Velocity, Turbulent Kinetic Energy, Total pressure and 

Velocity vector for a compressible air flow across the venturi with fuel tube of 3mm diameter with 

projection of 3mm at throat section i.e. 1/4th of throat diameter.

In fig 5.5 the presence of fuel tube strongly affects flow field and static pressure drop in the venturi. It 

reduces the cross sectional area and also comparatively lower pressure drop at throat in the radial 

direction. In addition, a sharp leading edge of the fuel tube creates a separation region, which results in a 

lower pressure at the tip of the fuel tube. Downstream of fuel tube, it is almost uniform in radial and axial 

directions
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In fig (5.6 & 5.7) the presence of fuel tube effectively reduces the velocity and creates the wake region 

(fluctuating velocity field) behind the venturi. This wake zone may be responsible for fuel puddling after 

the carburettor; once the fuel droplet is captured in this region; there is no momentum to drive it to the 

manifold.

In fig 5.8 the stagnation pressure shows that there is a considerable reduction behind the venturi with the 

presence of fuel tube and ultimately creates turbulence region. The kinetic energy field shows that the 

wake is created in the downstream of fuel tube. The intensity of turbulence is high at the downstream and 

is moderate at the near wall throat.

 
Modified Design of obstacles

The obstacles is modeled with its body divided in two identical half-plates with individual  screws for 

them as shown in Fig 5.9 They were located at  the same downstream location from the venturi throat as 

the original obstacles.
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The carburetor model modified with throttle plate position of 75 degrees as shown. The volume mesh of 

the model has been generated with tetrahedron element of 1.5mm of size.

5.4 Effect of modified obstacles:

The models were analyzed for the same boundary conditions. The analyses of results for 75 degrees show 

that reduced stagnation pressure loss at downstream. The kinetic energy field shows that it is almost 

constant throughout the flow. The velocity vectors clearly shows that reduced flow recirculation at 

downstream
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The above figures Steady air flow across carburetor venturi with fuel tube (3mm) and double throttle at 

75 deg (a) Gauge Total Pressure (bar) (b) Turbulent Kinetic Energy (m2/s2) (c) Velocity Vector (m/s)

Calculation of localized discharge coefficient:

In addition to getting the information about the overall discharge coefficient to correct the mass flow rate 

across the carburetor venturi given a pressure drop, it is possible to calculate a local discharge coefficient 

that may be used to get the static pressure at a particular location in the carburetor venturi. It is of great 

interest to use the information from the CFD simulations to set the appropriate boundary condition at the 

tip of the fuel tube in a fuel flow network. This result indicates that the assumption of isentropic flow is 

valid for the converging side of the carburetor venturi.

CONCLUSION

CFD analysis is done using commercial CFD solver CFX software to analyze the flow behavior of the 

existing carburetor body used in small engines. The result of conventional throttle body positions 

indicates that flow recirculation at downstream which causes pressure fluctuations and increased 

stagnation pressure loss which is undesirable. More over the velocity vectors for various throttle body 

positions shows that the recirculation in the flow just before throttle body. Further increased discharge 

coefficient has been observed for the modified model.
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The analyses of results for 75 degrees show that reduced stagnation pressure loss at downstream. The 

kinetic energy field shows that it is almost constant throughout the flow. The velocity vectors clearly 

show that reduced flow recirculation at downstream shown in modified model.

The results of these simulations indicate that CFD simulations can be used to understand the nature of 

the flow field in ventures with various positions and to find quantitative information that can be used as 

boundary conditions for additional systems coupled to the venturi.

Future work should focus on the analysis of the static pressure at different inlet obstacles, as well as next 

to the throttle plate, in order to improve on the design of flow systems incorporating complex venturis.
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Algorithmic Fairness in Student OnTime Graduation 
Prediction

1Ayman Alfahid

A B S T R A C T

This study builds a fair and accurate algorithm to predict student on-time graduation. We examined 

the predictive power and fairness of three data sources: Admission, Academic, and a combination of 

the two. The results showed that the Academic data was the most effective predictor, while the 

admission data recorded very poor performance with notable gender bias. The combined dataset 

produced results similar to the Academic data, indicating the redundancy of the admission data. Also, 

out of the three models investigated (LR, RF, and XGBoost), Logistic Regression was selected as it 

recorded similar performance to other models while offering the advantages of simplicity, efficiency, 

and interpretability. To improve fairness, we implemented two separate strategies: "fairness through 

unawareness" and "fairness through awareness". The seemingly intuitive "fairness through 

unawareness" approach, which involved the removal of the sensitive feature, gender, not only failed to 

improve fairness but inadvertently exacerbated biases. However, the "fairness through awareness" 

approach, through threshold adjustments, significantly improved fairness without sacrificing model 

accuracy, challenging some long-held beliefs regarding the trade-off between fairness and accuracy.

Keywords: on-time graduation, algorithmic fairness, admission data, academic data

Introduction

Predicting on-time graduation has significant implications for both educational institutions and 

students. For institutions, an accurate prediction can assist in curriculum planning, resource allocation, 

and interventions for academic support. For students, insights into their projected educational 

trajectory can provide a better understanding of their academic standing and inform choices about their 

education [1]. However, as with all predictive tools, accuracy and fairness are paramount [8]. Recent 

studies on student on-time graduation prediction have primarily been fixated on achieving high 

predictive accuracy, often overlooking the dimension of fairness [12]. The issue of fairness is not just an 

ethical issue; biased predictions can inadvertently perpetuate and exacerbate existing disparities, 

especially when such models guide interventions or decisions. The consequences of such biases are far-

reaching, influencing students' academic trajectories, self-perceptions, and opportunities [8].

In this study, we adopt a comprehensive approach, balancing the predictive accuracy of algorithms with 

fairness, with a particular focus on gender bias. We evaluate the effectiveness of different data sources, 

specifically Academic and Admission data, for predicting on-time graduation. We also study the 
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 combination of both datasets. Our analysis uses three models: Logistic Regression (LR), Random Forest (RF), 
and XGBoost. We also explore two fairness approaches: "fairness through unawareness" and "fairness through 
awareness." The specific research objectives of this study are:
� To evaluate and compare the predictive ability and gender fairness of on-time graduation predictions across 
the academic, admission, and combined data sources.
� To mitigate gender bias in student on-time graduation predictions.

2 RELATED WORK

Timely student graduation has become an area of keen interest and research in education. Financial implications, 
student success, institutional planning, and student welfare are some of the motivations to study and predict 
graduation timeliness. As noted by [5], institutions can save a lot in operation costs when students graduate on 
time. The study argues that the numbers of students who don't graduate on time have been increasing in places 
like Malaysia, putting stress on university management teams who must make strategic interventions. [5] built 
five machine learning algorithms including Decision Tree, Random Forest, Naïve Bayes, and Support Vector 
Machine (PolyKernel and RBFKernel) to predict student graduation status. Their findings highlighted the 
Support Vector Machine (PolyKernel) as the superior classifier, especially when evaluating on k-folds of 5.

Meanwhile, [7] introduced a two-level classification algorithm designed specifically for predicting students’ 
graduation time. Their approach first identifies students at risk of not completing their studies and then classifies 
the remaining students based on their expected graduation time. Preliminary results were promising, showing 
that performance during the initial two years of study could reliably predict graduation times [7]. Similarly, [2] 
applied the decision tree algorithm to predict graduation times based on academic performance in core 
introductory computing courses. The model achieved a classification accuracy of 88.9%, underscoring the 
potential of course performance in graduation predictions [2].
Also, [6] compared the C4.5 algorithm with the K-NN method for on-time graduation predictions at Buddhi 
Dharma University of Tangerang. Despite the close accuracy between the two algorithms, the C4.5 algorithm 
was slightly superior with an accuracy of 90%. In addition, [4] applied the binary logistics regression model to 
predict on-time PhD graduations in Malaysia’s UiTM. While the Malaysian government aimed to produce 
60,000 PhD holders by 2023, the study found that only a meager 6.8% of the 2014 PhD students were predicted to 
graduate on time, indicating the enormity of the challenge ahead for higher educational institutions [4].

2.1 Factors Influencing Graduation Time

Various factors influence the timely graduation of students. [1] investigated time-to-graduation predictions for a 
large student population at a research university using gradient boosted trees. Their findings suggest that 
enrollment factors like changing a major have a greater impact on predicting graduation times compared to 
grades or high school GPAs. This study is pivotal as it introduces a comprehensive set of features, including 
demographics, and compares multiple predictive techniques. The findings align with [5], which highlighted 
academic assessment as a prominent factor in predicting students' graduation time.
In another study, [3] applied the C4.5 decision tree to predict the graduation timeliness of students at Universitas 
Advent Indonesia. This research emphasized the role of attributes like GPA, course repetitions, study leave, and 
gender in influencing graduation timeliness. Interestingly, the study showed that synthetic data augmentation 
using SMOTE could enhance the model's precision and recall rates [3].
However, a salient oversight in many of these studies is the consideration of algorithmic fairness. While machine 
learning and predictive modeling offer powerful tools for understanding and anticipating student outcomes, they 
also carry the risk of reinforcing or exacerbating existing biases. It's important to note that most of the studies did 
not explicitly address the fairness of their algorithms. This leaves a potential blind spot, where certain 
demographic groups could be disadvantaged by predictions that do not consider systemic biases or unequal 
opportunities.

2.2 Algorithmic Fairness in Education

While most studies on student on-time graduation prediction did not consider fairness, a few studies in education 
have made this a priority. For example, [11] explored the generalizability and fairness of predicting on time 
college graduation across sociodemographic groups. Using a dataset of 41,359 college applications, the study 
derived features like socio-demographics, academic achievement, and engagement in extracurricular activities. 
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. The study grouped students based on socio-demographic data into latent classes. Each class had its own 
Random Forest classifier trained to predict 4-year graduation outcomes. By evaluating how a universally trained 
model (on the entire dataset) performed on each latent class, [11] derived insights into performance variations. A 
unique slicing analysis allowed the study to further measure fairness through the Absolute Between ROC Area 
(ABROCA), thus assessing the evenness of prediction performance across the different classes.
In a study by [10], the emphasis was on equity of educational outcomes and algorithmic fairness concerning race. 
Several balancing strategies were employed to maintain consistent algorithm performance across racial lines. 
Adversarial learning technique was also employed; this involves training the model in an environment where an 
adversary continuously challenges it to ensure fairness. When combined with grade label balancing, the 
adversary learning technique proved most effective in promoting fairness. Additionally, strategies were 
employed to specifically improve predictive performance for historically underserved racial groups.
In its research, [9] carried dropout risk prediction in undergraduate studies leveraging data with features 
involving student demographics, high school attendance, and admission grades. In ensuring fairness, the study 
took measures to calibrate the model. By evaluating the accuracy of predictions across different demographic 
groups, disparities in error rates (like Generalized False Positive Rate or Generalized False Negative Rate) were 
identified. 
Also, [13] and [17] underscored the significance of fairness in educational predictive modeling. In particular, 
[13] introduced two distinct post-hoc assessments to evaluate fairness. The first assessment examined if a 
model's performance varied systematically for members of different demographic groups. The second examined 
if employing a single, universal model for all students could lead to a significant drop in per-group accuracy. 
These evaluations aimed to highlight and mitigate any latent biases, ensuring a more equitable application of 
predictive analytics in education.

3 RELATED WORK

3.1 Dataset

The research utilizes a dataset obtained from a Saudi university. The class is reasonably balanced: 48.76% of the 
students graduated on time, while the remaining 51.24% did not. Therefore, there is no need to worry about class 
imbalance concerns that might skew the analysis. The overall features contain features we can categorize as 
admission and academic data. We dropped features that are not useful such as 'Headquarters code', 'College 
code', 'Nationality', and 'Enrollment semester'. Afterwards, we dropped rows with missing values leading to 5883 
instances and 10 distinct features. Then, we binary encoded the ‘Gender’ feature and target variable ‘Graduate on 
time’. Also, we one-hot encoded the ‘High-school branch’ and ‘Department’ features.

Three models were selected namely Random Forest, Logistic Regression, and XGBoost.

Random Forest (RF) is an ensemble method that employs bootstrapping, a resampling technique, to produce 
several subsets of the data. Each subset trains a decision tree, with node splits decided using a random subset of 
features. This randomized approach introduces diversity, making the forest robust against overfitting. The final 
prediction is an aggregation, typically a majority vote, from all trees. After a Grid Search to identify the best 
hyperparameters, Random Forest model was built with max_depth=30, min_samples_leaf=2, 
min_samples_split=10, and n_estimators=50.
Logistic Regression (LR) employs the logistic function to produce output probabilities between 0 and 1. It is an 
interpretable model that assumes a linear relationship between dependent and independent variables. After a grid 
search to identify the best hyperparameters, we implemented Logistic Regression with C=100, penalty=l2, and 
max_iter=1000.
XGBoost (XGB) is a gradient boosting algorithm which constructs decision trees sequentially. Each tree 
corrects the residuals (errors) from the preceding one. Unique to XGBoost is its capacity to do parallel 
computation on a single machine. Regularization terms in its objective function prevent overfitting, and its 
"boosting" aspect refines model accuracy by placing weights on misclassified instances. Following a grid search 
to identify the best hyperparameters, we implemented XGBoost with gamma=0.1, learning_rate=0.2, 
max_depth=3, and min_child_weight=1.

3.2 Evaluation Metrics

The research utilizes a dataset obtained from a Saudi university. The class is reasonably balanced: 48.76% of the 
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students graduated on time, while the remaining 51.24% did not. Therefore, there is no need to worry about class 
imbalance concerns that might skew the analysis. The overall features contain features we can categorize as 
admission and academic data. We dropped features that are not useful such as 'Headquarters code', 'College 
code', 'Nationality', and 'Enrollment semester'. Afterwards, we dropped rows with missing values leading to 5883 
instances and 10 distinct features. Then, we binary encoded the ‘Gender’ feature and target variable ‘Graduate on 
time’. Also, we one-hot encoded the ‘High-school branch’ and ‘Department’ features.
The evaluation metrics include AUC-ROC and F1 for performance as well as ABROCA and Equality of 
Opportunity difference for fairness.
� AUC-ROC score: The ROC curve is a graphical representation of the true positive rate (TPR) against the false 
positive rate (FPR) at various threshold settings. The AUC-ROC measures the area underneath the ROC curve 
and represents the model's ability to discriminate between the positive and negative classes. An AUC of 1 
indicates perfect discrimination, while an AUC of 0.5 indicates no discrimination, equivalent to random 
guessing.
� F1: The F1-Score is the harmonic mean of precision and recall and provides a balanced view of these two 
metrics.
� ABROCA: ABROCA means Absolute Between-ROC Area. This metric measures the absolute value of the 
area between the baseline group ROC curve ROCb and the comparison group(s) ROCc. The lower the ABROCA 
value, the less unfair the algorithm [14].

� Equality of Opportunity Difference: This fairness metric assesses the difference in true positive rates between 
a protected group and a reference group, primarily focusing on favorable outcomes. A value of 0 suggests perfect 
fairness, but any value away from zero signals potential bias. The metric is given by:

EOD = TPRprotected – TPRbaseline

here TPRprotected is the True Positive Rate for the protected group and TPRbaseline is the True Positive Rate for 
the reference group.

3.3 Research Objective 1: Comparison between data sources and models

We divided the dataset into Admission, Academic, and a Combined set of both as shown in Table 1. We built and 
assessed the performance and fairness of the selected machine learning algorithms across these datasets.

3.4 Research Objective 2: Mitigating Bias

1. Fairness through unawareness: Remove sensitive feature

A rudimentary approach to promoting fairness is by ensuring that the model remains "unaware" of the sensitive 
attributes that can be a source of bias. To implement fairness through unawareness, we removed the 'Gender' 
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feature from the dataset before training the model. From existing literature, we know that simply removing the 
feature does not guarantee that the model will be free from bias, especially if other features in the dataset are 
correlated with the removed feature [10] [12]. Nevertheless, it serves as a starting point for our fairness 
interventions.

2. Fairness through awareness: Threshold-Based Fairness Enhancement

To mitigate bias, we adopted a threshold adjustment strategy to determine an optimal decision boundary for each 
gender group. This method centered on maximizing the difference between the True Positive Rate (TPR) and the 
False Positive Rate (FPR) for each group. By constructing the ROC curve for each gender, we identified the 
decision threshold that best maximized the difference between TPR and FPR. Using these thresholds, we 
converted the model's output probabilities into binary predictions and re-evaluated the predictions.4 

METHODS

4.1 Research Objective1

 1. Evaluation of Data SourcesThe results obtained for all data sources and the respective models are presented in 
Table 2. Upon analysis, distinct disparities in model performance across the three sources became evident.

When the Admission data was used in isolation, it resulted in significantly lower performance across all models, 
suggesting that the admission data alone might not robustly predict a student's likelihood to graduate on time. In 
contrast, the Academic data displayed remarkably higher predictive power. Models trained on this data achieved 
high F1 scores and AUC-ROC values. Interestingly, the Combined data, which brings all features from both 
Admission and Academic sources, recorded performance very similar to the Academic data. This observation 
infers that supplementing the academic dataset with admission data did not improve the model's predictive 
power in any way.
The negligible contribution of the admission data not only reduces the efficiency of predictive modeling but 
could also introduce unnecessary noise into our predictions. Therefore, the best decision is to drop admission 
data completely (effectively getting rid of combined data as well) and focus exclusively on the Academic data. 
The ROC curves (Figure 1) for Logistic Regression across all data sources further reinforces our decision.
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Using SHAPely, we present the feature importance of Logistic Regression for Academic data in Figure 2. As 
shown in the figure, the most influential features on the prediction are number of hours registered last semester, 
duration of study plan, plan hours, and first year GPA. This implies that the amount of time students spend 
studying and their results in the previous sessions have great impact on the probability of them graduating on 
time.

2. Model Selection for Academic Data

Analyzing the Academic dataset, it was clear that all three models – Random Forest, Logistic Regression, and 
XGBoost – performed well. The Random Forest model produced an F1 score of 0.82 and an AUC-ROC of 0.91; 
Logistic Regression recorded an F1 score of 0.83 and an AUC-ROC of 0.90 while XGBoost recorded an F1 score 
of 0.83 and an AUC-ROC of 0.91. Given the narrow margins between these models, it's clear we need to go 
beyond raw performance to make a choice. Therefore, we considered model simplicity, interpretability, and 
computational efficiency. For these, Logistic Regression obviously stands out and is our model of choice.

3. Fairness of the data sources

The decision to get rid of admission data is further justified by the fairness assessment of the datasets with respect 
to the selected model (Logistic Regression). As shown in Table 3, Admission data is the most biased among the 
three data sources as it recorded the highest absolute ABROCA and Equality of Opportunity values. Negative 
values show bias against Male and Positive values show bias against Female.
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4.2 Research Objective 2: Bias Mitigation

Table 4 provides a comparative overview of the results obtained for Logistic Regression before adjustment, upon 
implementing fairness through unawareness (dropping gender from predictors), and after fairness through 
awareness (threshold fairness enhancement strategy).

When adopting the "fairness through unawareness" strategy, where we dropped the gender feature from 
predictors, the model showed a decline in the Equal Opportunity Difference from -0.0851 to -0.1543. This 
reduction is concerning, underlining that merely excluding sensitive features doesn't inherently lead to a fair 
model. In fact, in our instance, it inadvertently intensified bias. Furthermore, it also led to a very slight reduction 
in accuracy and AUC-ROC score from 82.83 and 90.3 to 82.32 and 89.74 respectively. Indeed, these results 
further reinforce the fact that removing sensitive feature is not a foolproof approach to mitigating bias especially 
if the sensitive feature is correlated with other features.
On the other hand, following the implementation of our threshold adjustment strategy (fairness through 
awareness), the equality of opportunity difference (EOD) saw a marked improvement from -0.0851 to -0.0258. 
This movement towards 0 is critical as it signifies a narrowing of the gap between the true positive rates for the 
two gender groups. An EOD score closer to 0 indicates that the model is increasingly treating both groups 
equitably, which in the context of our study, means that the chances of predicting on-time graduation are 
becoming more similar for both genders.
Meanwhile, this fairness improvement comes at no cost to the model's accuracy. In fact, the model exhibited a 
slight improvement in accuracy, increasing from 82.83% to 83.63%. This shows that there is no strict trade-off 
between fairness and accuracy. This is consistent with what recent studies [15][16] have found out that fairness 
can be pursued without compromising accuracy. Notably, the ROC AUC score and the ABROCA value remained 
thesame. This is expected as we only adjusted the decision thresholds without altering the model's inherent 
probability distributions.

5 CONCLUSION

In our analysis of student data sources and their impact on predictive modeling, clear distinctions were evident. 
Using Admission data alone yielded unsatisfactory results. In contrast, the Academic data consistently proved to 
be a more robust and dependable source for prediction. The combination of both datasets did not offer any 
noticeable improvements, suggesting a potential redundancy of the Admission data. Among the models 
assessed, Logistic Regression was selected as the best model as it recorded similar performance and fairness with 
other models while having the advantage of simplicity, interpretability, and efficiency.
We recommend that future research aiming to predict student on-time graduation or student outcome to focus 
Academic data as this study reveals that Admission data offers no value in such task. Also, researchers should 
shun the fairness through unawareness method as our study shows that the approach not only fail to instill 
fairness but amplified existing biases. Blindly eliminating sensitive features can sometimes have 
counterintuitive results. A more conscious approach, such as adjusting decision thresholds based on sensitive 
groups, should be explored as an alternative. We also recommend regular bias audits to ensure that models 
remain just and equitable in their predictions over time.
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A B S T R A C T

Now days, renewable energy sources are more demanding for better environmental aspects. In this 

paper the author discussed about the use of solar photovoltaic and wind power, which are crucial for 

grid-tied applications and battery charging. In the past, coal and petroleum were the main sources of 

electricity. Renewable energy resources are employed to reduce costs and environmental impacts. 

This paper design and extract the maximum power from DC sources working with different voltages 

by using solar and wind power generating equipment. Estimating the highest possible energy 

production from the photovoltaic system is essential to raise the power output of solar and wind 

systems alike. The maximum power point tracking (MPPT) method is applied in this work for hybrid 

energy systems. Maximum power perturbation, the incremental conductance approach, and 

observation were used in tests of the hybrid system. Using the MATLAB/Simulink platform, the P&O 

MPPT and incremental conductance performance were evaluated and their outcomes examined.

Keywords - P&O MPPT, Grid, wind, Solar, Battery, DC to DC Converter

I. INTRODUCTION

Power is essential for both manufacturing and everyday life. There are four parts to the power system: 

producing power, transferring it, converting it, and using it. Minimal power requirements gearbox and 

setup can be challenging in island, woodland and remote agriculture settings [1-2]. Additionally, the 

plate will continue to have power disruptions due to storms and other catastrophic events. Concerns 

about global warming are quite real, and switching to renewable energy is a terrific way to cut emissions 

from fossil fuels. Building a renewable energy system off the grid is therefore required for these 

reasons. [3-4]. Providing sustainable power in places where traditional power grids are unable to 

deliver it is one advantage of combining various power sources. Although they are useful in many 

applications, hybrid energy systems have been offered as a solution to address their non-linearity and 

achieve crucial advancements [5-6]. In order to maximise production and energy management, 

hybridisation generally entails merging several energy and storage units in a single method. Wind solar 
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 hybrid systems combine renewable energy sources, such as solar and wind, to generate electricity [7-9].Small 
wind turbine generators and solar panels are used in this system's design to produce electricity.Modelled after 
solar cells linked in series or parallel, a solar cell or panel can generate the necessary currents and energy [10-
11].System design for solar intertie photovoltaic (PV) energy generation is not especially intricate. The panels 
that soak up the sun's rays and transform them into usable electricity come first. What you use in your house, the 
grid-compatible AC electricity, is really converted from the DC impulses that are sent into an inverter. For 
security purposes, we have integrated many switch boxes, which are linked together using conduit and cables 
[11-15].
The system can generate electricity for nearly the entire year because to the combination of wind and solar power. 
The Wind Solar Hybrid System includes a wind turbine and tower, solar panels, a charge controller, an inverter, 
batteries, wires, and photovoltaic cells [16-18]. The wind and solar hybrid system may produce electricity, which 
can then be used to charge batteries and power AC appliances via an inverter. The wind aero generator is 
supported by a tower at least 18 meters above ground level [19-20]. Because of its height, the aero generator 
receives faster winds and generates greater power [21-22].
The term "tertiary control" refers to the highest level of management in a hierarchical control system. This  
control architecture allows for the connection of more distributed power sources and enhances the system's 
flexibility. Additionally, this control technique can be used with different Microgrid methods, such as 
messagemodels, island methods, load-bearing methods, or ways for minimising power generation based on the 
electronic power converter's specifications, the primary control level modifies the load allocation among the 
dispersed power sources. The second control resets and merges the DC band with the other grids; it also controls 
voltage fluctuations. Energy management falls under the purview of the third tier of control.[7].To fine-tune the 
output and power distribution among the distributed generators, the first control employs a pair of approaches. 
First, there are active load distribution methods, and second, there are passive control methods, which are 
concepts that are quickly becoming obsolete. Droop control is a popular tool for DC microgrid applications 
because it allows for more efficient load distribution across the power sources that are linked to the common bus. 
The droop concept in an AC microgrid refers to the variation in the reactive and working powers of a wall
mounted substation in relation to the output terminal's voltage and frequency.
[8-9], High voltage direct current (HVDC) transmission is reserved exclusively for DC systems with two 
terminals when discussing a DC microgrid. More than two terminals and at least one meshed DC line make up a 
DC transmission system, which is referred to as DC grid. All market actors, including renewable energy sources, 
must have wide access to a DC grid for it to be considered relevant. The distribution of commodities can be 
maintained without a communication infrastructure. Electric current and power and current activity are two 
ways to describe the electric current converter's defining features in a DC microgrid [10].With the help of the 
aforementioned technologies, a hybrid control system can boost performance and produce superior results.In 
[11-12], To ensure that autonomous DC microgrids run smoothly, a hybrid control approach is suggested. Central 
energy management makes use of a communication system to track converter state, mobility, and bus power. Use 
DC bus signalling technology as a backup monitoring approach in case of connection failure.

II.SIMULATION MODELLING OF VARIOUS CONTROLLER SCHEME

The Maximum Power Point Tracking (MPPT) algorithm is used in MATLAB Simulink to simulate wind and 
solar power systems. MATLAB is used to create models of wind turbines and solar panels. The solar panel takes 
two inputs: temperature and irradiance. In response to changes in temperature and sunlight, the solar cell 
voltage at its terminals for output. The solar panel is linked to the booster converter. The converter checks that the 
load's impedance is equal to or greater than the solar panels' impedance to guarantee that the load receives the 
greatest amount of power from the PV system. The boost converter receives the load. Solar panels are a kind of 
variable-output power source that can adapt to different loads. In order to achieve maximum power point 
tracking (MPPT), solar panels use a mix of incremental conductance, perturbation, and observational methods. It 
outperformed the P&O and incremental conductance methods statistically speaking for load, cost, and 
current/voltage.
Providing stable energy supply systems is one of the most fundamental requirements for every nation's socio
economic growth. This initiative is a development of a previously established hybrid solar-wind power system 
that harvests energy from both the sun and the wind. Electricity produced in this case by wind turbines and solar 
panels in the form of direct current (DC)
Renewable energy (RE) resources are now being utilised as substitutes for fossil fuels, which are becoming more 
expensive and polluting the environment. For an isolated Microgrid in particular, this study introduces a hybrid 
renewable energy system (HRES) to lessen the RE resources' reliance on weather-related changes. as it comes to 
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 HRES, the main sources of energy are solar and wind power, with backup systems such batteries and fuel cells 
(FCs) providing power as needed. Additionally, in case there is a power outage, the load requirement can be met 
using a diesel generator that has been installed as a backup system. The improvement of HRES through the 
integration of battery technology and diesel generator is the primary emphasis of this research. Maximal power 
point tracking (MPPT) control, an EMS, and optimal size were the three main components that were taken into 
account. Fig. 1 shows the results of a MATLAB/Simulink simulation that tested and validated a proposed hybrid 
perturbation and observation (P&O) and incremental conductance MPPT for a PV and wind system. 

The combination of conventional generators and storage systems with renewable energy (RE) resources is 
becoming more common as a result of technological advancements and falling costs. This allows for the supply 
of load demand while simultaneously reducing fuel consumption, increasing efficiency, and reducing the 
environmental pollution problem. In addition, electrifying rural areas and islands using standalone hybrid 
renewable energy systems (HRES) may be less expensive than extending the grid.A diesel generator served as a 
backup system to carry the load in the case of inclement weather, while the battery served as the energy storage 
system that supplies power in the event of insufficiency. Evaluation of developing hybrid renewable hydrogen 
energy systems, with a focus on their potential for electrifying remote and island communities Diesel generators, 
which are now used to power most distant places, have the potential to greatly harm our ecosystem. energy 
sources, such as HRESs, will likely become more affordable as new technology emerge, paving the way for their 
widespread adoption in the interest of sustainable development.

(A) Simulation on Incremental and Conductance technique Based Hybrid Energy 

A solar-wind hybrid system's total efficiency can be enhanced with the use of maximum power point tracking 
(MPPT). This tracking approach is useful for wind and solar power since it allows them to use less effort while 
producing more energy. One way to keep an eye on how much power Wind Energy Conversion Systems (WECS) 
are putting out is via a maximum power point tracking controller. There are three major categories of maximum 
power point tracking (MPPT) controllers used in wind energy: power signal feedback (PSF), tip speed ratio 
(TSR), and hill-climb search (HCS) [13].
When harnessing solar electricity, these help us follow the sun's rays in a way that maximises our output. Because 
the module is not physically moved, the Maximum Power Point Tracking system is an electronic system that 
tracks the supreme power point automatically; it is not a mechanical device. System

Technoarete Transactions on Electrical Vehicles and Automotive systems (Vol - 04, Issue - 3, Sep - Dec 2025)                               Page No - 25



B) Wind Turbine (PMSG Scheme)

The sun's uneven heating of Earth's surface is the source of wind. Clean power is generated by transforming the 
kinetic energy of the airstream by means of wind turbines. The rotor of a wind turbine takes the kinetic energy of 
the wind as it spins the blades and turns them into rotary motion, which in turn drives the generator. When the 
wind speed becomes too high, the rotor of most turbines will spin uncontrollably unless an automatic overspeed-
governing device is used. Either your electricity company can link your tiny wind system to the grid, or you can 
install it independently (off-grid). Because of this, compact wind electric systems are a viable option for remote 
places that do not have access to the power grid. Both constant and variable speeds are possible for a wind turbine 
to operate in. Generators with a fixed speed turbine can be linked directly to either the grid or a load. To make the 
frequency and power of a variable speed turbine constant, electrical gadgets are used. Thanks to variable speed 
wind turbines, it is now feasible to continually adjust the wind turbine's rotating speed in relation to the wind 
speed.

A tower-mounted wind turbine is the main component of an electric wind system, which allows it to harness 
larger winds. Figure 3 shows the balance-of-system components that are required by modest wind power 
systems, in addition to the turbine and tower.

Figure 4 shows the hybrid PV-battery power storage system's command and control network. Two control 
loops—one for voltage and one for current—make up this system. The voltage loop exists on one end; the current 
loop exists on the other. Inside the current control loop, there also are three current loops: two for the battery and 
one for the DQG İbat (battery side converter duty ratio). In order to keep the DC connection voltage Vdc at the 
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 specified value, the external voltage control loop is used. By keeping the DC link voltage constant and the DC 
link source current equal to the load current, this control makes sure that the resulting electric power balances the 
load. It is in the outer loop that the PID controller operates. Therefore, the dc-link reference current Idc is 
generated by the dc-link voltage Vdc. After that, we take the reference output PV current (iPVref) and deduct the 
reference dc-link current. As a result, the generated reference battery current will be generated. Among the three 
loops, the inner one has the highest corner frequency. 
As so, the inner loop is faster than the outside loop. The main influencing factor of the response speed of the 
controller is its corner frequency. By zeroing the Kd value of the PID controller—which is 32/2=16—one 
generates the corner frequency. Value of inner loop PI controller is 0.4165/(8.33)50. Thus, the inner loop 
corresponds with a greater corner frequency more than the outer loop. We may thus conclude that the DC link 
voltage hits the reference value second and the current loop first. The output of a PV cell can be adjusted in 
reaction to variations in the source power or irradiation as well as the load [14].

Internal neutral point connecting to the stator windings is wye-oriented. The back-EMF waveform of the three
phase machine might be sinusoidal or trapezoidal. Both circular and salient-pole rotors are possible in a 
sinusoidal machine. A spherical trapezoidal machine is the shape it takes. The Sinusoidal back EMF machine 
comes with a variety of pre-set models that you can choose from. As it spins backwards around the rotor, the five-
phase machine produces a sinusoidal reverse electromagnetic field (EMF).

(C) Diesel Generator

 With this part, you may simulate a wind turbine with a variable pitch. A measure of efficiency Depending on  
wind speed, rotational speed, and pitch angle (beta), the mechanical output power of the turbine is determined by 
Cp, which is then divided by wind power. At zero beta, Cp reaches its maximum. Select the wind turbine's power 
characteristics to view its specifications at the chosen pitch angle. The ratio of the generator's output speed to its 
fundamental speed is one input. Asynchronous generators have the synchronous speed as their base speed. The 
speed at which a permanent-magnet generator produces nominal voltage in the absence of a load is known as its 
base speed. The second parameter is an abbreviation for "blade pitch angle" measured in degrees. The third 
variable is the wind speed, which is given in meters per second. One unit of generator ratings, which are the 
output, is equal to the torque applied on the generator-shaft-[15].
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The diesel engine and governor, or DG set, is a device that takes the energy from diesel oil, the fuel, and turns it 
into mechanical energy. Then, the governor takes that mechanical energy and turns it into electrical energy. A 
mechanical or electrical device that regulates the fuel intake in order to automatically manage the engine speed is 
called a governor. To keep the turbine running at its intended speed, the engine controller employs a 
straightforward speed governor. The speed governor regulates the engine's fuel supply via a signal that controls 
the throttle. After reviewing the literature, four models were chosen and evaluated to determine which one is the 
most efficient in presenting a dynamic analysis of the DG [16–18] and is also the most versatile in terms of the 
technologies it can be utilised with. Results from the simulations, which are conducted in MATLAB/Simulink, 
will not be shared at this venue. At the end of this section, we present a Simulink-developed model that meets all 
of the criteria, including the ability to integrate supercharging, the structure of the model, and the communication 
between the mechanical and electrical parts of the DG. The model is described using Simulink physical 
equations. Its mathematical model and physical properties define it. Modelling the synchronous machine and 
grid connection requires the electrical component, which is derived from physical rules like the Park 
transformation. The combustion process in a diesel engine takes the mass flow of air into account, and the speed 
regulator operates in the rack position to control the injection of fuel into the cylinders. With the use of CAES, 
optimising the air/fuel ratio improves combustion efficiency and fuel economy. Establishes a threephase parallel 
RLC load. The voltages and currents can be output by the block in either volts and amperes or per-unit quantities. 
Power of induction reactive QL (positive variate): Proactive power (in watts): 100 Figure 6 displays the inductive 
reactive power (QL) as a positive variable.
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The SOC might have a value anywhere from zero to one hundred percent. Up until the battery voltage reached its 
maximum, the cell was charged using the continuous current mode. The charge proceeded to the constant 
thereafter. As illustrated in Figure 11,

The energy generated by one photovoltaic PV cell is shown in figure 12 Solar output exhibiting photovoltaic 
voltage. Every PVcell generates open-circuit voltage.
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(A) MPPT Simulation Result of Perturb and Observation 

Most systems of solar and wind energy conversion apply the Perturb and Observe method.The voltage and 
current output of a photovoltaic system are monitored at two separate but consecutive intervals. To calculate the 
power, two successive intervals are utilised. The relationship between voltage and power can be expressed as 
dP/dV. A positive slope dP/dV indicates an increase in the duty cycle, while a negative slope indicates a 
reduction. So, the voltage and power are both set to their highest possible levels. The highest power point is 
achieved under these conditions when the slope dP/dV=0. This is an ongoing issue. Measurements must be 
obtained continually and the expected change in power and voltage must be made in order to implement control 
measures. Maximal power point matching (MPPT) occurs when the load side impedance is matched with the 
solar PV impedance. The duty cycle is adjusted according to the impedance. The previous chapter introduced the 
algorithm and flow diagram of this MPPT. This is the algorithm's flowchart:
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Power quality metrics were enhanced in the THD analysis conducted in a MATLAB/SIMULINK environment 
as a result of the hybrid-based grid integration system's overall performance. Table 2 displays the results of 
comparing the proposed MPPT method to the current MPPT method

IV. CONCLUSIONS

Conventional energy resources have a substitute source in renewable energy. In far-off places where 
conventional energy cannot be delivered, renewable energy sources are the main ones available. This thesis 
investigates the MPPT based solar-wind hybrid energy system including boost converter. An MPPT algorithm is
applied to raise the hybrid system's conversion efficiency. The necessary duty ratio to manage the boost converter 
under erratic weather circumstances is found via perturb and observe method and incremental behaviour. In this 
paper, a thorough investigation of solar, wind, and PMSG modelling has been undertaken. In terms of both 
dynamic and static performance, the simulation results show that the combination of the generator-side inverter 
controller, pitch angle controller, and grid-side inverter controller works quite well. The generator wind turbine 
may be operated efficiently by following the highest power setting. Keeping the DC-link voltage constant allows 
for decoupling management of the active and reactive power sources. In this way, the output will become the 
grid's optimal power source. Power storage devices, wind turbines constructed from permanent synchronous 
generators, and photovoltaic (PV) panels are also a part of the solar design. Using augmented conductivity 
technology, MPPT is applied to wind and photovoltaic energy systems. After MPPT, the PV array is linked to a 
DC-DC converter amplifier and subsequently to a standard bus network. The current fuzzy MPPT controller is 
compared to THD, incremental and conductance MPPT methods, and the suggested method in this virtual 
experiment. The suggested methods outperform the current ones in terms of THD. The continuous operation of 
power generating is affected by environmental factors and climatic fluctuations. To mitigate this, a hybrid PV-
Wind model is suggested, as the production of a single renewable energy source is not enough to meet load 
demand. A boost converter to reduce inverter anomalies and an incremental based maximum power point 
tracking (MPPT) technique allow for effective tracking of solar energy. Power from wind turbines that use 
permanent magnet synchronous generators has a sinusoidal alternating current (AC) waveform. The grid is able 
to meet the demands by combining the two energy sources.
 In the future, we want to apply optimization-based supreme power point tracking (MPPT) methods to solar, 
wind, and hybrid power generating systems in order to get the most power out of them and send it to the load. 
While the project is effective for continuous power generation, the total systems performance is affected by 
power quality difficulties. Voltage sag, voltage swell, harmonics, and transients are power quality concerns that 
primarily diminish the quality of power output from renewable sources like wind and solar.
 Using more power-hungry electronics also affects the energy output, which causes variations. Static 
compensators and series-type LC filters (UPQC) are two methods that have shown promise in resolving power 
quality issues. Harmonic elimination, power factor correction, and load balancing are all made easier using 
DSTATCOM. Stability is ensured by utilising STATCOM. To estimate power for a continuous energy supply, 
modern ways of recording solar and wind data are required. The resources can be tracked using MPPT 
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A B S T R A C T

Extracting hierarchical structure in graph data is becoming an important problem in fields such as 

natural language processing and developmental biology. Hierarchical structures can be extracted by 

embedding methods in non-Euclidean spaces, such as Poincaré embedding and Lorentz embedding, 

and it is now possible to learn efficient embedding by taking advantage of the structure of these 

spaces. In this study, we propose embedding into another type of metric space called a metric cone by 

learning an only one-dimensional coordinate variable added to the original vector space or a pre-

trained embedding space. This allows for the extraction of hierarchical information while 

maintaining the properties of the pre-trained embedding. The metric cone is a one-dimensional 

extension of the original metric space and has the advantage that the curvature of the space can be 

easily adjusted by a parameter even when the coordinates of the original space are fixed. Through an 

extensive empirical evaluation we have corroborated the effectiveness of the proposed cone 

embedding model. In the case of randomly generated trees, cone embedding demonstrated superior 

performance in extracting hierarchical structures compared to existing techniques, particularly in 

high-dimensional settings. For WordNet embeddings, cone embedding exhibited a noteworthy 

correlation between the extracted hierarchical structures and human evaluation outcomes.

 Keywords: graph embedding; non-Euclidean space; WordNet

Introduction 

 In recent years, machine learning methods for graph data have been an important topic, because graphs 

are suitable for representing the relation between multiple objects, such as social networks [1,2], links 

embedded in web pages [3], cells’ interactions [4], and more. In particular, methods for extracting 

hierarchical structures from graph data are needed in fields such as cell engineering and natural language 

processing. Considering the structure of knowledge behind language is important for natural language 

processing tasks in general. The hierarchical structure of words provides useful information for 

improving the accuracy of question answering and semantic search [5,6]. In the field of developmental 

biology, various methods have been proposed for analyzing single-cell RNA sequence (scRNAseq) data 

to reveal the process by which an undeveloped cell develops into a cell with specific features [7]. Since 

scRNAseq data itself does not have a hierarchical structure, the hierarchical structure must be extracted 

from the data or from a graph constructed using the data. The methodforextracting hierarchical 

structures must have some scalability when it is applied to data sets with a large size and high dimensions 

such as scRNAseq data. The most common method for extracting the structure of a graph is to learn the 

embedding vector of nodes. Methods for learning node embeddings can be classified into two types: (1) 
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 semi-supervised learning based on GNN [8–10] and (2) unsupervised  learning [11] (based on random-

walk [12], matrix factorization [13], and probabilistic methods [14], etc.). Graph neural networks 

(GNNs) are a type of neural network designed to operate on graph-structured data, allowing them to 

model complex relationships between entities, and capture both local and global information in the 

graph. This is achieved through the use of message passing mechanisms, which enable nodes to 

exchange information with their neighbors and aggregate that information into a new representation. 

Although it is possible to solve tasks that require hierarchical structure information using only GNNs, 

there are many advantages to using embedded representations, such as the expected reduction in 

computational complexity if the hierarchical structure is extracted in advance for embedding. On the 

other hand, the graph embedding converts each graph into a vector representing features of the graph and 

such vector representation can be tuned for solving individual tasks, which reduces the overall 

computational complexity. In this paper, we propose a novel graph embedding method for extracting its 

hierarchical structure from an undirected graph. There have been many graph embedding methods for 

extracting the hierarchical structure of a graph utilizing a hyperbolic space [15,16], such as Poincaré 

embedding [17–20], Lorentz embedding [21], and embedding in a hyperbolic entailment cone [22]. 

These methods use similar loss functions but with different metrics of the space in which graphs are 

embedded. Non-Euclidean spaces with non-zero curvature can learn embedding efficiently by adjusting 

their curvature to the hierarchically structured data. In particular, a Poincaré ball is a space of a negative 

constant curvature, which is characterized by the fact that the length of the circumference exponentially 

increases in the order of the radius when centered at the origin. An efficient embedding of tree-structured 

data utilizing this feature has also been proposed [23]. The Lorentz model of a hyperbolic space can 

explicitly describe geodesics and the accuracy of distance calculation becomes stable in the 

optimization [21]. The metric cone used as the embedding space in this study is a space defined as a one-

dimensional extension of a base metric space. The base metric space can be not only a vector space but 

for any geodesic metric space such as Riemannian manifolds and metric graphs. The dimensions of the 

metric cone are only one dimension higher than the original space. It is known that the curvature of this 

space can be varied and a method of changing the structure of the data space for analysis has also been 

proposed [24]. The definition and details of the metric cone will be explained in Section 2.3. In this 

paper, we propose the use of the metric cone as an embedding method for hierarchical graphs. Thanks to 

the properties of metric cones, the proposed method has the following five advantageous features 

compared to existing methods. First, it optimizes an only one-dimensional coordinate corresponding to 

“the height of the metric cone” (a one-dimensional parameter added to the base space) as an indicator of 

hierarchy. Therefore, a significant reduction in computational complexity can be expected compared to 

optimizing all variables.  Secondly, it can be applied to any pre-trained embeddings using a geodesic 

metric space including the Poincaré ball and the Lorentz model. When extracting hierarchical 

information for another purpose from an embedding already learned by other embedding methods, the 
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 extraction of hierarchical structure can be accomplished by learning only one additional coordinate 

variable. Due to this scalability, the proposed method can be combined with various existing embedding 

methods to achieve hierarchical extraction with a variety of features. Thirdly, the curvature of 

embedding space varies monotonically with , a parameter in the distance function of embedding space, 

and therefore can be tuned by it. As explained in Section 3.2, parameter corresponds to the generatrix of 

the metric cone and this fact provides an intuitive explanation for the monotonically decreasing 

curvature of the embedding space as the parameter is increased; while there have been some methods for 

tuning the curvature of some graph embedding spaces [25,26], the metric cone allows the curvature of 

the space to be tuned by changing while keeping the coordinates of the original space fixed. Therefore, 

when adjusting the curvature of the embedding space to match the training data, only one-dimensional 

parameters need to be learned. As shown in  the experiments, it is suitable to embed data with a smaller 

curvature in higher dimensions. Thus, it is important to adjust curvature depending on the dimension of 

the destination space and the structure of the data to be embedded. Fourthly, the uniqueness of the 

embedding is guaranteed when optimizing the loss function. When performing graph embedding in a 

space where isometric transformations exist, there is the problem of unstable learning due to the 

existence of multiple embeddings such that the distance from the origin of each point can be different, 

even though the distances between all points are identical. Usually, the distance from the origin is used as 

the height of the hierarchy, resulting in multiple solutions with different hierarchical structures. On the 

other hand, since there is no isometric mapping for a sufficiently large number of points in a metric cone 

as proven in Section 3.1, it is theoretically guaranteed that the embedding is unique and the learning is 

stable. Lastly, we can reduce the amount of computation for the parts other than preprocessing, 

regardless of the dimension. In addition, because the embedding in the original Euclidean space is 

preserved, it can be used as an input to the neural network and can be easily applied to other tasks. The 

subsequent sections of this paper are organized as follows. First, in Section 2, wepropose the method of 

graph embedding in a metric cone, with the introduction of (1) graph embedding in non-Euclidean 

spaces, and (2) the definition and properties of  cones. In Section 3, theoretical arguments ensure the 

validity of the proposed method. First, weprove that the identifiability of the graph embedding, which 

does not hold for existing methods, holds for the cone embedding. Next, we show that the curvature of 

the metric cone varies monotonically with the parameter . In Section 4, we present experimental results 

using some real and artificial graph data, followed by a conclusion and future perspectives in Section 5.

2. Methods

 2.1. Problem Settings

 From this point onward, the set of edges in an undirected graph G is denoted by E, the set of vertices by 

V, and the embedded space by X. Then, our target is finding an embedding : V Xandafunctionh : X 

Rsuchthath( (v))representsthehierarchy of v V.Function h canusually be expressed simply as a 

coordinate value of X. Note that, since G is an undirected graph, the problem is ill-posed if there are no 
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 assumptions about the relationship between the structure of the graph and the hierarchy of vertices. As 

in existing works, we implicitly assume that the branching of the graph is like that of a rooted tree, i.e., 

the higher the hierarchy, the smaller the number of vertices, and the lower the hierarchy, the more 

vertices.

 2.2. Graph Embedding in Non-Euclidean Spaces

 Out learning steps are similar to Poincaré embedding. We learn the embedding of a graph G 

bymaximizing the following objective function:

2.3. The Metric Cone

 The metric cone is similar to ordinary cones (e.g., circle cones) in the sense that it is defined as a 

collection of line segments connecting an apex point to a given set. However, the metric cone has a 

notable property such that every point in the original set is embedded

 at an equal distance from the apex point and this is a desirable property for hierarchical structure 

extraction.  The metric cone has been studied as an analogy to the length metric spaces of the tangent 

cone for differential manifolds with singularities. Length metric space is a metric space where the 

distance between any two points is equal to the shortest curve length connecting them. Length metric 

space includes Euclidean spaces, normed vector spaces, manifolds (e.g., Poincaré ball; sphere), metric 
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 metric cone generated by Z is X := Z [0,1] / Z 0 with a distance function determined as follows:
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