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 A COMPARATIVE STUDY FOR OUTLIER DETECTION
 METHODS IN HIGH DIMENSIONAL TEXT DATA

Cheong Hee Park
Department of Computer Science and Engineering, Chungnam National University,

 220 Gung-dong, Yuseong-gu
 Daejeon, 305-763, Korea

 *E-mail: cheonghee@cnu.ac.kr

A B S T R A C T

Outlier detection aims to find a data sample that is significantly different from other data samples. 

Various outlier detection methods have been proposed and have been shown to be able to detect 

anomalies in many practical problems. However, in high dimensional data, conventional outlier 

detection methods often behave unexpectedly due to a phenomenon called the curse of 

dimensionality. In this paper, we compare and analyze outlier detection performance in various 

experimental settings, focusing on text data with dimensions typically in the tens of thousands. 

Experimental setups were simulated to compare the performance of outlier detection methods in 

unsupervised versus semisupervised mode and uni-modal versus multi-modal data distributions. The 

performance of outlier detection methods based on dimension reduction is compared, and a discussion 

on using k-NN distance in high dimensional data is also provided. Analysis through experimental 

comparison in various environments can provide insights into the application of outlier detection 

methods in high dimensional data.

Keywords: Curse of dimensionality, Dimension reduction, High dimensional text data, Outlier 

detection.

Introduction

An outlier is defined as an observation which deviates so much from other observations enough to 

arouse suspicions that it was generated by a different mechanism [1]. Outlier detection has been a hot 

research topic in recent years and has been applied to a variety of problems, such as fraud detection, 

intrusion detection in computer networks, system fault detection, and unexpected error detection in 

databases [2, 3, 4, 5, 6].

 Outlier detection methods can be classified into three categories according to the learning 

environment. The first category is a supervised method that detects outliers by learning a binary 

classifier when training data consisting of normal data and outliers is given. However, there is a high 

probability of unbalanced learning where the amount of outliers and normal data is significantly 

different. The second category is unsupervised learning without data labels where it detects data 



samples that are highly likely to be outliers on the premise that most of the given data are normal and 

only a few outliers are included. The third category is semisupervised learning, which detects whether 

the test data are normal or outliers given the training data consisting only of normal data. In situations 

where it is easy to collect data under normal conditions,the approach of modeling the data distribution 

from the normal training data and detecting outliers in the test data based on it may be practical for some 

application problems.

 On the other hand, according to computational methodologies employed in outlier detection methods, 

they can be roughly categorized to distancebased, density-based, tree-based, clustering-based, and 

neural network-based methods. A detailed survey of outlier detection methods can be found in several 

papers including [2, 7, 8]. The performance of the outlier detection method has been shown to be 

remarkable in many practical problems, but its application to high dimensional data is still difficult. In 

many cases, the experiments for high dimensional data were performed only for data with hundreds or 

fewer data dimensions, and not for data with more than tens of thousands of data dimensions such as 

text data [9, 10, 11].

 Due to the curse of dimensionality in high dimensional space, the phenomenon referred to as data 

sparsity occurs where all pairs of data samples are almost equidistant in high dimensional data space 

[2]. This can be problematic in outlier detection methods which rely on distance computation such as in 

clustering or density estimation process. In this paper, we conduct comparative studies for outlier 

detection methods in high dimensional data. Focusing on text data with dimensions typically in the tens 

of thousands, the performance of outlier detection methods is compared in various experimental 

settings:

– Outlier detection in unsupervised mode of multimodal normal data.

– Outlier detection in unsupervised mode of unimodal normal data.

– Outlier detection in semi-supervised mode of multi-modal normal data.

– Outlier detection based on dimension reduction by feature selection or weighted feature 

combinations.

The remainder of the paper is organized as follows. In Section 2 wereviewoutlier detection methods 

which have been applied in high dimensional data. In particular, a dimension reduction based outlier 

detection method is introduced [12]. Dimension reduction is performed by a transformation 

maximizing kurtosis which can be interpreted as the degree of presence of outliers in the distribution, 

and in the transformed space outlier detection is applied. In Section 3, using text data, experimental 
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comparison and analysis are provided under various experimental setting of unsupervised or semi-

supervised mode. The discussion follows in Section 4.

2 Outlier Detection methods

 In this section, we review outlier detection methods that have shown good performance in various 

application problems.

2.1 Outlier Detection based on the Distance to k-Nearest Neighbors (KNN)

 Distance-based outlier detection is simple and intuitive, but the outlier detection performance is often 

competitive to more complicated methods. In [13], the average or maximum of the distances to the k 

nearest neighbors is used as the outlier score of a data sample. The greater the distance to the k nearest 

neighbors, the more likely it is to be an outlier. Instead of computing outlier scores, a binary decision 

can be made that a data sample is determined as an outlier when less than k data samples lie within the 

radius R of the data sample [14].

The main challenge in distance-based methods is the scalability since distances between all pairs of 

data samples should be computed, and efforts to avoid high computational cost are being made. 

Partition-based pruning in [13] was used for speedup where data are first partitioned using a clustering 

algorithm and the partitions that cannot possibly contain the top n outliers are pruned. In [15], a 

sampling-based outlier detection method was proposed where a small set of samples are taken and an 

outlier score is measured by the distance from a data sample to its nearest neighbor in the sample set.

 In various outlier detection methods, it is often necessary to calculate the distance between data 

samples during the process such as clustering or density estimation. However, in high dimensional 

space, the notion of distances may not work as in low dimensional data space. As the data dimension 

increases, the feature space becomes increasingly sparse and the maximum and the minimum distance 

between the pairs of data samples become in discernible compared to theminimumdistance[16]. In the 

experiments using text data of Section 3, the performance of a distance-based outlier detection method 

is experimentally compared too the rmethods and the impact from the curse of dimensionality on outlier 

detection is evaluated.

2.2 Angle-based Outlier Detection (ABOD)

 Angle-based outlier detection (ABOD) computes an outlier score using the variances of angles 
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 between the difference vectors to pairs of other data samples from a data sample [17].The idea is 

motivated by the following in tuition: For a data sample with in a cluster, the angles between difference 

vectors to pairs of other points differ widely, but for outliers, the angles to the most pairs of data samples 

will be small since most data samples are clustered in some directions[17].The angle-based out

lier factor ABOF (x)for a data sample x is computed as

where D is a given data set, <·,·> denotes the  scalar product, and      is the difference vector             The

angle is weighted less if the corresponding data sample is far from the query data sample. In order to 

reduce the time complexity arising from dealing with all pairs of data samples for each data sample, 

Fast ABOD approximate ABOD by using only the pairs between k nearest neighbors in stead of all pairs 

of data samples. In the experiments in Section 3, Fast ABOD was used.

2.3 Outlier Detection based on histograms (HBOS)

HBOS (histogram-basedoutlierscore) assumes independence of the features which makes it fast at the 

cost of less precision [18].For each feature, an univariate histogram is constructed by using static bin-

width or dynamic bin-width histograms. The frequency of samples falling into each bin is used as an 

estimate of the density. After normalizing the histograms such that the maximum height is1, the outlier 

score for a data sample x is calculated using the corresponding height of the bins where it is located such 

as

where d is the number off eatures.

2.4 Outlier Detection based on One-class SVM (OSVM)

 Given a data set from an underlying probability distribution P, one-class SVM (Support vector 

machine) tries to estimate a simple subset Sof input space such that the probability that a test point 

drawn from P lies out side of S is controlled by some pre-specified value ν between 0 and1[19]. It has 

been applied for outlier detection independently or in combination with other methods [20,21].

Given data               one-class SVM maps  the data into the feature space corresponding to the kernel

and finds a hyperplane to separate them from the origin with maximum margin by solving the 
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optimization problem

 where     s are slack variables penalizing data points  on the negative side of a separating hyperplane

                            is an upper bound on the fraction of data points outside the estimated region and  also

a lower bound on the fractions of support vectors[19].

2.5 Outlier Detection based on Local Outlier Factor (LOF)

 LOF (Local Outlier Factor) measures the ratio of the peripheral density of a given data sample to that of 

neighboring data samples [22]. It is known that LOF works well when the regions of different densities 

exist. While local reachability density  (lrd) of a data sample x is computed from the inverse of the 

average reachability distance to the k nearest neighbors of x, kNN (x), LOF is defined as

 LOF provides an indication of whether x is in a denser or sparser region of the neigh borhood than its 

neighbors [23,6].While LOF addresses with the problem of the local density variation, selecting the 

value for k is not trivial and the performance of LOF can be sensitive to the value of k. If groups of points 

might be close to one another by chance, a small k will increase the outlier scores of data samples in 

their locality [2]. On the other hand, a large k might cause to miss local outliers.

 2.6 Outlier Detection using Isolation Forest (IF)

 Among various outlier detection methods, Isolation Forest [24] is known to be computationally 

efficient and very effective in detecting outliers. Isolation Forest builds an ensemble of binary trees 

which are grown by randomly selecting a splitting feature and a random split value between the 

maximum and minimum values of the selected feature at each node. Under the premise that outliers are 

susceptible to isolation than normal data, outlier scores are computed by the average path length on 

Isolation trees. It has shown the competent outlier detection performance in various problems [25, 26, 

27, 28].
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 Isolation Forest is a widely used outlier detection method, but it is difficult to apply to high dimensional 

data. Since tree height is limited by ceiling(log ψ)  for the sub-sampling size ψ, the total number of 2

attributes which can be selected for node partitioning is also limited. Isolation Forest can also suffer 

from the sparse, irrelevant and noisy attributes in high dimensional data. In [24], the weighted selection 

of attributes by the kurtosis value was proposed for the application in high dimensional data. Kurtosis is 

a statistical measure for the thickness of the tail in the probability distribution of a real-valued random 

variable, which can be interpreted as the degree of presence of outliers in the distribution [29]. In [30] 

and [31], a method of partitioning data by a hyperplane with a random slope at each node of an isolation 

tree has been proposed. However, the hypothesis space of all hyperplanes with random slopes is too 

large in high dimensional space and the experiments were performed only for the data with the 

dimension below 40 and the performance for high dimensional data was not tested [31].

2.7 Outlier Detection based on Feature bagging (BLOF, BKNN)

Subspace outlier detection finds outliers in subspaces of the original data space. In [32], the subspace 

outlier score of a data sample is given by the degree of the deviation from the neighbors in an axis-

parallel hyperplane spanned by the neighbors. Subspace outlier detection is often performed by 

combining outlier detection results in subspaces by random selection into an ensemble [33].

In ensemble construction of [33], the subsample size is always the same as the original input sample 

size, but the features are randomly sampled from half of the features to all features. The outlier score is 

computed by averaging or taking the maximum of all base detectors. In [33], LOF is used as the base 

outlier detection method. However, any detector such as KNN could be used as the base detector. In the 

experiments in Section 3, we test feature bagging based on LOF and KNN, denoted as BLOF and 

BKNN, respectively.

 2.8 Outlier Detection based on Principal Component Analysis (PCA)

 Principal component analysis (PCA) is a traditional linear dimension reduction method where the 

projection into the directions with the largest variance in data is pursued [34]. The covariance matrix of 

the data is decomposed to orthogonal vectors, called eigenvectors, associated with eigenvalues, and the 

eigenvectors with high eigenvalues which capture most of the variance in the data are used for 

dimension reduction. However, when it comes to outlier detection, outliers and normal data samples 

can be better distinguished in the hyperplane of eigenvectors with small eigenvalues.
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In [35] and [2], an outlier score is computed by the weighted sum of the projected distance of a data 

sample to the centroid along the direction of eigenvectors as follows:

where λi is an eigenvalue corresponding to an eigenvector ei. d usually denotes data dimension, but 

when the number of data samples is smaller than data dimension such as in high dimensional text data, d 

can be set as the minimum value among the number of data samples and data dimension.

 2.9 Outlier Detection based on AutoEncoder (AE)

Auto Encoder (AE) is a type of neural networks for learning useful data representations in an 

unsupervised manner. An autoencoder consists of two parts, the encoder ϕ and the decoder ψ, and it is 

trained so that the reconstruction error of data instances in a training set X

is minimized. The larger the reconstruction error of a test instance is, the greater the degree of its 

outlierness is [2, 6].

 2.10 Outlier Detection based on dimension Reduction maximizing kurtosis (IF/DR)

The kurtosis is the fourth standardized moment of univariate random variable X, defined as

where µ4 is the fourth central moment and σ is the standard deviation. The meaning of kurtosis can be 

interpreted that data within one standard deviation of the mean contribute virtually little to kurtosis, 

since raising a number that is less than 1 to the fourth power makes it closer to zero. The only data values 

that contribute to kurtosis in any meaningful way are those outside the region of the peak, i.e., the 

outliers [36]. Kurtosis reflects the shape of a distribution and high kurtosis value means heavy tails than 

normal. High values of kurtosis can arise in the circumstances where the probability mass is 

concentrated in the tails of the distribution. In [37], 2p orthogonal directions maximizing or minimizing 

the kurtosis value are obtained by eigenvector computation, and in the projected space by the 

orthogonal directions outlier scores using a univariate measure of outlyingness are used for outlier 

detection. However, the experiments were performed only for very small data sets with the dimension 
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 below 5 and simulated data with the dimension below 20. Recently an outlier detection method based 

on dimension reduction was introduced [12], where new features maximizing kurtosis are extracted by 

a transformation from the original feature space and in the transformed feature space Isolation Forest is 

modeled. Feature extraction by a transformation which maximizes kurtosis can be performed using a 

neural network with no hidden layers. Denoting the weight on the edge connecting the node j of an in 

put layer and the node i (1≤i≤k) of an output layer as wij, kurtosis on the output node i can be computed 

for a given input data 

 where wi =[wi1,···,wid], and µi and σi are the mean and standard deviation of {wixj+bi|1 ≤ j ≤ n} which 

is the mapping of xj’s to the node i of the output layer. Using the standardization zij =                  and 

applying the activation function f on each output node, the objective function can be set as

In the implementation by a mini-batch stochastic method, batch normalization can be applied in place 

of the standardization process                        Also instead of using all the original features as input

features, a subset of features with high kurtosis can be used as input features of the neural network. In 

the transformed data which is the output of the neural network, Isolation Forest is applied for outlier 

detection. We denote this method as IF/DR. The process for IF/DR can be summarized as follows:

1. Select s features with the highest kurtosis in the original feature space.

 2. Construct a neural network with s input nodes and k output nodes.

 3. Train the neural network to optimize the objective function in Eq. (9) by applying batch 

normalization.

 4. Compute the transformed representation of data samples by the outputs of the trained neural net

work.

 5. Perform Isolation Forest in the transformed data space.

 Table 1. The description of text data sets used for performance comparison.
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 3 Experimental Comparison

 In this section, we perform an experimental comparison for outlier detection methods reviewed in 

Section 2 in various experimental setups. Also a discussion on using k-NN distances in high 

dimensional data is provided.

 3.1 Data Description

 Eight text data sets were used for performance comparison, and detailed description is given in Table 1. 

The BBC News data consists of 2,225 news data which belong to five categories: business, 

entertainment, politics, sport, and tech [38]. It was preprocessed to have 17,005 terms by deleting 

special symbols and numbers and removing terms appearing in only one document. Reuters-21578 was 

downloaded from UCI machine learning repository and the documents belonging to 135 TOPICS 

categories were used. After preprocessing by stopwords removal, stemming, tf-idf transformation, and 

unit norm, and excluding documents belonging to two or more categories, there are 6,656 documents 

composed of 15,484 terms. The two largest categories of 1 and 36 and the collection of the remaining all 

the documents compose three classes. 20newsgroup (20-ng) data contains about 20,000 articles in 20 

news groups divided into 5 categories 1. After preprocessing the 20news-bydate version, we 

constructed 18,774 text data with 44,713 terms. The remaining five data sets were downloaded from the 

site 2. The final data sets were constructed removing classes with less than 200 texts and terms with 

frequencies less than or equal to 1.

3.2 Parameter setting for outlier detection methods

 Parameter setting of the compared methods is summarized in Table 2. Most of the methods were 

implemented using PyOD [39] which is a python toolkit for outlier detection and all parameters were 

set as default values in PyOD with few exception. For example, in outlier detection based on 

autoencoders, the mini-batch size was set to 256 instead of the default of 32, because of the frequent 
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interruptions caused by division-by-zero occurrences at batch size 32. The method, IF/DR, was 

implemented by PyTorch [40] and the parameter values to use as default values for all text data sets 

were determined by preliminary experiments on BBC data.

 3.3 Unsupervised Mode: Multi-class Normal Data

 Thefirst experiment was to test the performance of outlier detection methods in unsupervised mode 

where a small percent of outliers are mixed with normal data with their true labels unknown. In 

particular, normal data were randomly selected from multiple classes to simulate a multi-modal 

distribution for normal data. For each data set in Table 1, 10% of data from one class was randomly 

selected as outliers, and data of all other classes were set as normal data. The performance of the outlier 

detection method was measured using Area Under the Curve (AUC), and the average AUC was 

computed by repeating the experiment about 20 times while using each class as an outlier class the same 

number of times. In 20-newsgroup data, the experiment was performed while repeating 20 times of 

setting all

 Table2.Parameter setting in outlier detection methods
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Table3.The performance comparison of outlier detection methods in unsupervised mode of multi-

class normal and one-class outlier.

Table 4. The performance comparison of outlier detection methods in unsupervised mode of one-

class normal and one-class outlier.

 data in one category as normal data and randomly selecting one class from the other category as an 

outlier class.

 Table 3 summarizes the average AUC for the compared methods. Three methods, AE, IF/DR, and PCA, 

obtained the higher performance than other methods. One common characteristic in those methods is 

that they utilize a weighted combination of features. One of the differences between AE and IF/DR is 

that IF/DR trains a simple neural network with no hidden layers, whereas AE models an encoder and 

decoder with two hidden layers. Also, the large performance difference between IF and IF/DR shows 

that kurtosis and neural network-based feature extraction can construct a transformed space which is 

effective in constructing an isolation forest.
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3.4 Unsupervised Mode: One-class Normal Data

While the experiment in the previous section simulated the environment where normal data are drawn 

from multi-modal distribution, this experiment simulates the case when the normal data come from uni-

modal distribution. For each data set in Table 1, 5% among data from one class was randomly selected 

as outliers, and all data of one class among remaining classes was set as normal data. The average AUC 

was measured by repeating the experiment for every pair of classes. In 20-newsgroup data, the 

experiment was repeated 20 times with random selection of normal and outlier classes, respectively, 

from each pair of categories.

 Table 4 summarizes the average AUC for the compared methods. For each data set, the highest AUCis 

marked as a bold face. Unlike in the experiment of multi-class normal and one-class outlier, 

OSVMoutperforms the other methods significantly and KNN showed the second best performance. It 

demonstrates that the outlier detection by OSVM can be a good choice when the normal data are 

considered to follow uni-modal distribution. The ensemble of one-class SVMs combined with a 

clustering algorithm has been applied for outlier detection or classification and showed better 

performance than single one-class SVM [41, 42]. Hence, for data with multi-modal distribution, we can 

expect the utility of one-class SVMs combined with a clustering method that can work well for 

highdimensional data.

3.5 Semi-supervised Mode: When Multiclass Normal Data is Given as Training Data

Unsupervised outlier detection assumes that no class label is provided and that a small fraction of 

outliers may exist in the given data. However, since it is relatively easy to collect normal data compared 

to outliers, it may be practical to perform outlier detection when training data consisting only of normal 

data is given. In this experiment, one class was set as an outlier class and the remaining classes were set 

as normal classes. Of the data from each normal class, 50% was used as training data. The remaining 

data samples of normal classes constituted the test set together with data 50% from the outlier class. An 

outlier detection model is learned using normal training data and an outlier score on test data is 

computed by applying the model. The AUC (Area Under the Curve) is computed based on out

 Table 5. The performance comparison of outlier detection methods in semi-supervised mode
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 lier scores of test data. This process was repeated about 20 times while changing the outlier class.

Table 5 summarizes the average AUC for the compared methods. When the experimental results are 

analyzed, it should be considered that some of the methods are more suitable for outlier detection in 

unsupervised mode. Nevertheless, the highest detection performance by KNN in semi-supervised 

mode is surprising, considering the phenomenon by the curse of dimensionality in high dimensional 

space. In the next section, we check the validity of using k-NN distances for outlier detection in 

highdimensional data.

 3.6 Discussion on Using k-NN Distance in High Dimensional Space

 It is known that due to data sparsity all pairs of data samples are almost equidistant in high dimensional 

data space and the difference between the maximumdistance and minimum distance compared to the 

minimum distance vanishes as the dimensionality increases. However, as shown in the experiments of 

previous sections, outlier detection based on the distance to k nearest neighbors showed the 

performance of the high rank among the compared methods, especially in semi-supervised mode where 

normal training data are given.

 We try to explain the reason why k nearest neighbors-based outlier detection worked competently in 

spite of the phenomenon from the curse of dimensionality. The research in [16] has shown that the 

concentration effect of the distance measure only holds in the artificial scenario when the one-

dimensional distributions are independent and identically distributed, and the curse of dimensionality 

is not the main problem for outlier detection in high dimensional data. We conducted the experiment to 

compare the distance from an outlier or normal data to other data samples using text data in Table 1.
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 Figure 2. Comparison of outlier detection performance by KNN while changing the value of

 k. The average AUC in three experimental setups is shown.

Two figures in the top row of Figure 1 compare the maximum and minimum distances from normal or 

outliers of the test data set to normal data samples of the training set in semi-supervised mode of Section 

3.5, and two figures in the bottom row compare the maximum and minimum distances between data 

samples in unsupervised mode of Section 3.3. The figures show that the average minimum distance 

from outliers is greater than that from normal data samples. On the other hand, the average maximum 

distance from outliers is almost equal to or smaller than that from normal data samples, implying that 

the distance concentration effect is stronger in outliers than in normal data samples. Hence, the distance 

to the nearest neighbors in high dimensional data can be used effectively for the discrimination

JOURNAL OF ARTIFICIAL INTELLIGENCE AND SOFT COMPUTING RESEARCH (Volume - 15, Issue - 3, Sep - Dec 2025)                                            Page No  - 14



Figure1.Comparison of the maximum and minimum distances from normal or outliers to other data

 samples. top row: measured in semi-supervised mode, bottom row: unsupervised mode

of outliers and normal data samples with the careful selection of the value k ink-NN search.

 Next, to test the sensitivity of the parameter k in KNN, we compared outlier detection performance by 

KNN while changing the value of k. Figure 2 shows the average AUC by the KNN method in three 

experimental setups. AsshowninFigure2, in the unsupervised mode, stable performance was observed 

in the range of 25to45,while in the semisupervised mode, high performance was obtained at small k 

values.

 3.7 Running Time Comparison of Outlier Detection Methods

We measured the running time when performing the outlier detection method in unsupervised mode of 

Section 3.3. The computer used had a CPU Intel i9-9900X(3.50GHz), RAM32GB. Figure3(a)shows 

the measured CPU time in seconds while running on bbc and 20-newsgroup data respectively. The 

methods based on one-class SVM, PCA, and feature bagging showed are latively high execution time 

compared to the other methods. Figure 3(b) shows the average AUC values by outlier detection method 

scopied fromTable3,4,5.

 4 Discussions

 In this paper, a comparative study for outlier detection methods in high dimensional data was 

performed and experimental results using text data were analyzed. In particular, experimental setups 

were simulated to compare the performance of out lier detection methods in unsupervised versus 
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semisupervised mode and uni-modal versus multi-modal data distributions. Experimental results can 

be summarized as follows:

–Outlier detection methods utilizing feature transformation such as autoencoder, PCA, or kurtosis-

baseddimensionreductionachievedthe highest performance in the unsupervised mode when normal 

data consisted of multiple classes. However, in the semi-supervisedmodewhere the class label of 

normal data is given, outlier detection methods such as KNN, LOF, or oneclass SVM were better than 

AEorPCA-based methods.

Figure 3. (a) Comparison of CPU time in seconds while running on bbc and 20-newsgroup data. (b)

 Performance comparison of outlier detection methods in three experimental settings by the average 

AUC.

– In unsupervised mode, bagging by feature selection using the base detector LOF achieved higher 

performance than using the single detector LOF, butit did not show the best performance among the 

compared methods. It is presumed to be caused by the characteristic that text data has many zero 

components.

– Outlier detection based on one-class SVM showed significantly higher performance when normal 

data consisted of one class. On the other hand, on multi-class normal data, the performance was lower 

than that of the KNN-based method.

– A dimension reduction method was introduced that maximizes kurtosis, which can be implemented 

using a simple neural network with no hidden layers. Experimental results have proven that the 

performance of the Isolation Forest built in a dimension reduced space is greatly improved.

– Outlier detection based on distance to k nearest neighbors worked well despite the curse of 

dimensionality in high dimensional space. Especially, it was prominent in semi-supervised mode 
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where normal training data is given. The feasibility of using k-NN distances for outlier detection in 

high-dimensional data was experimentally examined.

Experimental comparison has the limitation that it requires optimization of parameter values for each 

method and data set. However, parameter optimization is not easy unless a validation set of outliers is 

not provided. Instead, for all the data sets we used default parameter values recommended in the PyOD 

package with very little exceptional cases. Regardless of that limitation, consistent findings can provide 

insight into the application of outlier detection methods in high dimensional text data.
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A B S T R A C T

 Anomaly pattern detection in a data stream aims to detect a time point where outliers begin to occur 

abnormally. Recently, a method for anomaly pattern detection has been proposed based on binary 

classification for outliers and statistical tests in the data stream of binary labels of normal or an outlier. 

It showed that an anomaly pattern can be detected accurately even when outlier detection performance 

is relatively low. However, since the anomaly pattern detection method is based on the binary 

classification for outliers, most well-known outlier detection methods, with the output of real-valued 

outlier scores, can not be used directly. In this paper, we propose an anomaly pattern detection method 

in a data stream using the transformation to multiple binary-valued data streams from real-valued 

outlier scores. By using three outlier detection methods, Isolation Forest(IF), Autoencoder-based 

outlier detection, and Local outlier factor(LOF), the proposed anomaly pattern detection method is 

tested using artificial and real data sets. The experimental results show that anomaly pattern detection 

using Isolation Forest gives the best performance.

 Keywords: anomaly pattern detection, multiple binary-valued streams, outlier detection, outlier 

score.

Introduction

An outlier detection method predicts whether a data sample is an outlier [1]. On the other hand, anomaly 

pattern detection in a data stream aims to find a time point where outliers suddenly begin to occur 

heavily. A sudden increase of outliers might indicate that an unusual event has happened [2]. The 

anomaly pattern detection method which was recently proposed in [3] utilizes an outlier detection 

method that performs the binary classification for outliers. By applying the outlier detection method to 

each data sample in a data stream, a data stream  is transformed into the stream of binary values 

indicating normal or an outlier for each data sample. Then the occurrence of an anomaly pattern is 

detected on the stream of binary values by comparing binomial distributions in a reference window and 

a detection window.
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 Well-known outlier detection methods such as Isolation Forest(IF) [4], Autoencoder-based outlier 

detection [5, 6], and Local outlier factor(LOF) [7] compute outlier scores which measure the degree of 

anomaly in a data sample. Since the anomaly pattern detection method in [3] requires a binary outlier 

detection method in order to transform a data stream to a stream of binary values, most outlier detection 

methods, with the output real-valued outlier scores, can not be used directly. Although binary labels of 

normal or outliers can be obtained by setting a threshold over outlier scores, it is difficult to determine 

the optimal threshold.

 In this paper, we present an anomaly pattern detection method in a data stream based on the 

transformation into multiple binary-valued data streams. Given a training set of normal data samples, 

an outlier detection model is constructed using the training set and it is applied to each data sample on a 

data steam, resulting in a stream of realvalued outlier scores. Multiple thresholds over outlier scores by 

which abnormal data samples could be distinguished from normal data samples are induced from 

outlier scores of normal training data samples. By applying the thresholds to a data stream of the real-

valued outlier scores, multiple data streams of binary values are obtained. Two approaches for anomaly 

pattern detection on multiple binary-valued data streams are suggested. The proposed methods, APD-

HT/IF, APD-HT/AE, and APD-HT/LOF based on Isolation Forest(IF), autoencoder-based outlier 

detection, and Local outlier factor(LOF)-based outlier detection methods respectively are tested 

comparing the performance with the method APD-HT in [3].

 The contribution of the paper can be summarized as follows.

– Given normal training data, an anomaly pattern detection method on a data stream is proposed 

extending the method in [3].

– By setting multiple thresholds from outlier scores of training data samples, an ensemble of anomaly 

pattern detectors is constructed.

– Well-known outlier detection methods which give the output of outlier scores can be utilized in the 

proposed method.

The remainder of the paper is organized as follows. In Section 2, the anomaly pattern detection method 

in [3] is reviewed. In Section 3, we propose a method for anomaly pattern detection in a stream of real-

valued outlier scores. Experimental results are given in Section 4 and discussion follows in Section 5.
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2 Anomalypattern detection based on binary classification of outliers

 While enormous research for outlier detection has been conducted, anomaly pattern detection in a data 

stream has not been studied extensively [8, 2]. For anomaly pattern detection, in [9, 10], a change in 

probability distribution on a data stream of real-valued outlier scores was detected based on a one-

dimensional Gaussian distribution assumption. In [11, 12], anomaly pattern detection was performed 

through rule induction on categorical attributes. The method [3] which was published recently showed 

competent performance for anomaly pattern detection. It detects a burst occurrence of outliers on a 

binary-valued data stream which is induced by binary classification for outliers.

In [3], given a training set consisting of normal data samples, an outlier detection model is constructed 

which gives a binary label indicating normal or an outlier for a data sample. A clusteringbased outlier 

detection method was used for binary outlier prediction. The normal data region in the training set is 

modeled as a union of hyperspheres by performing k-means clustering on the training data. By 

partitioning training data to several chunks and applying k-means clustering for each chunk, the 

ensemble of cluster models can be constructed. Whenatest data sample is not included in the nearest 

hypersphere in any of the cluster models, it is predicted to be an outlier. By performing outlier 

prediction for each data sample in a data stream, a data stream is transformed into the stream of binary 

values where 1 stands for an outlier and 0 for normal.

 Two methods for detecting a time point where a sudden burst of outliers occurs were proposed: APD-

HT(Anomaly Pattern Detection by Hypothesis Testing) and APD-CC(Anomaly Pattern Detection by 

Control Charts). Since it was shown that the performance of APD-HT is generally higher than APD-

CCin[3],wefocusonthereviewofAPD-HT. In APD-HT, a reference window is set in the beginning part 

of the binary-valued data stream which is considered as consisting of normal data samples and a 

detection window is moved forward as a new data sample arrives. Let X and Y be the number of outliers 

in the reference window and the detection window whose size is m and n respectively. Supposing that 

the samples in the reference window are generated from the binomial distribution of the proportion p1 

and the samples in the detection window are generated from the binomial distribution of the proportion 

p2, a hypothesis test about the equality of proportions is performed. Under the null hypothesis H0 : 

p1−p2 =0 and alternative hypothesis H1 : p1−p2 <0,
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 is computed. For a significance level α, if the pvalue is less than α, then H0 is rejected and anomaly 

pattern detection is declared. Otherwise, a detection window moves forward for a new hypothesis test.

3 Anomalypattern detection based on the transformation to multiple binary-valued data streams

 Binary classification of outliers based on kmeans clustering performs reasonably well and the anomaly 

detection method in [3] is less affected by the performance of outlier prediction. However, if a well-

known outlier detection method can be used, it will improve anomaly pattern detection as well as outlier 

pattern detection.

 Given training data consisting of normal data samples, an outlier detection model is constructed which 

computes an outlier score of a data sample. From the distribution in outlier scores of training data 

samples, a threshold for outlier prediction can be induced. However, it is difficult to expect that one 

threshold value optimally distinguishes outliers from normal data.

Instead of choosing one threshold for outlier prediction, we can use multiple thresholds. For each 

threshold, the data stream of the real-valued outlier scores is transformed into a stream of binary values 

indicating outlier prediction with 1 and normal prediction with 0, and the anomaly pattern detection 

method, APD-HT, is applied in each binaryvalued data stream. Now there are two questions to answer: 

how to set multiple thresholds, and how to combine the results from APD-HT on multiple binary-

valued data streams. In the next subsections, these problems are addressed.

3.1 Howtoset multiple thresholds for outlier prediction

 Suppose that outlier scores are small when the anomalous degree of data samples is high, as in the 

implementation of Isolation Forest algorithm in scikit Learn [13]. Then it is generally expected that the 

score of outliers is smaller than that of normal data samples. Since a training set contains only normal 

data samples, thresholds can be chosen using outlier scores of normal training data. We choose the 

threshold using the percentile numbers in the distribution of outlier scores of normal training data 

samples. A percentile is a value below which a given percentage of observations in a group of 

observations falls. When the outlier scores of normal data samples and outliers in a test data set are 

expected to be separated well, threshold values smaller than 1th-percentile can work well. However, 

when the outlier scores of normal data samples and outliers in a test set are mixed in a wide range, using 

too small percentile values as a threshold can not differentiate outliers from normal data samples. In the 

experiments in Section 4, we test the effects of using various thresholds on the performance of anomaly 

pattern detection.
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 3.2 How to combine the results from multiple binary data streams

 The anomaly pattern detection method, APDHT, is applied to each binary data stream. A detection 

window moves forward while the reference window is fixed at the front of the data stream. The 

distributions in two windows are compared to detect the burst of 1’s in the detection window. Hence, a 

positive or negative prediction is made in each binary data stream and these predictions are combined to 

make a final decision. We tested two approaches for combining the predictions from multiple binary 

data streams: All-Agreed and HalfAgreed approaches. In the All-Agreed approach, when the 

predictions from all the data streams are  positive, anomaly pattern detection is declared. On the other 

hand, in the Half-Agreed approach, when the majority of predictions are positive, anomaly pattern 

detection is declared. Table 1 summarizes the algorithm of the proposed method.

3.3 Outlier detection methods

 Most of outlier detection methods calculate outlier scores which represent the degree at which a data 

sample deviates from the normal data range. Among various outlier detection methods, we used 

Isolation Forest and Autoencoder-based outlier detection and Local outlier factor(LOF)-based outlier 

detection in the experiments of Section 4.

 Isolation Forest(IF) [4] is a well-known treebased outlier detection method. Isolation Forest is based on 

the assumption that outliers are easy to isolate from the remainders of the data. It grows a binary tree by 

selecting randomly an attribute and a splitting value of the attribute. The process is repeated recursively 

until all training data samples are isolated at the leaf nodes. The set of isolation trees built on subsets of a 

training data is called isolation forest. The length of a path where a data sample traverses from the root 

node to a leaf node is used to compute an outlier score.

 Recently, various deep learning-based methods have been used for outlier detection. Autoencoder 

consists of two components of neural networks. An input data is encoded to low dimensional 

representation by the first network called an encoder, and it is again decoded to the original dimensional 

space by the second network called a decoder. Autoencoder is trained so that the error between the 

reconstructed one and the input data is minimized. Also, the error is used to compute an outlier score.

 LOF(Local outlier factor) gives an outlier score based on local density around a data sample [14].
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 kNN(p) denotes a set of k nearest neighbors of a data sample p. Local reachability density(lrd) of p is 

computed from the inverse of the average reachability distance to the k nearest neighbors of p. LOF

 provides an indication of whether p is in a denser or sparser region of the neighborhood than its 

neighbors [15]

 Table 2. Data description

 4 Experiments

 4.1 Experimental Setup

 To compare the performance of the proposed anomaly pattern detection method, we used nine data sets 

including real or artificial data. Detailed description is shown in Table 2. Creditcard data1 is a summary 

of credit card usage by some card holders in Europe in September 2013. Excluding the attribute 

indicating usage amount, 28 attributes were used. KDD-http data is a subset of KDD Cup data2, which 

is composed of data samples whose value of attribute service was http. Three attributes, duration, src-

bytes, and dst-bytes, were used as in [16]. Gaussian data is 1-dimensional data where 100,000 normal 

samples were generated using 5 Gaussian mixture distributions with mean values 0, 1, 2, 3 and 4, and 

2,500 abnormal data samples were generated from Gaussian distribution with the mean value 6. 

RBFevents data was constructed using the artificial streaming data generator RandomRBFevents of 

MOA [17] with normal data from five normal distributions and outliers from a random uniform 

distribution.

Other data sets were downloaded from the OpenML data repository. In Annthyroid data, the data 

samples in two classes, hyperfunction and subnormal functioning, were considered to be outliers. In 

Shuttle data, data samples of class 1 were treated
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DARPA Intrusion Detection Evaluation Program:

Table1.Thealgorithmoftheproposedmethod.

Table3.Comparisonofanomalypatterndetectionperformance.Thresholdsof0.1th,0.5th,1th,2th,and

 3thpercentileswereused.

JOURNAL OF ARTIFICIAL INTELLIGENCE AND SOFT COMPUTING RESEARCH (Volume - 15, Issue - 3, Sep - Dec 2025)                                            Page No  - 28



 as normal data and data samples in the other classes except class 4 were set as outliers as in [4]. Covtype 

data targets the prediction of forest cover types from cartographic variables. 10 numeric attributes were 

used and data samples of class 2 were treated as normal data and data samples of class 4 were set as 

outliers. In Shuttle data, data samples of class cotton crop and soil with vegetable stubble were used as 

outliers.

Each data sample is split to a training set which consists of normal data corresponding to 30% of the 

total data samples and a test set of remaining data samples by which a test data stream is built. In order to 

simulate the occurrence of an anomaly pattern on a test data stream, outliers were arranged after a 

sequence of normal data, and the starting point of outliers was set as the actual anomaly pattern 

occurrence point. An outlier detection model is constructed by the training data and anomaly pattern 

detection is performed on a test data stream.

The experiment was repeated 100 times by randomly splitting to training and test data. For each test 

case, when anomaly pattern occurrence is predicted after the actual anomaly pattern occurrence point, it 

is counted as TP (True Positive) prediction. When an anomaly pattern is predicted before the actual 

anomaly pattern occurrence point, it is considered FP(False Positive) prediction. If anomaly pattern 

occurrence is not detected until the end of the test stream, it is marked as FN (False Negative) 

prediction. In a case of a true positive detection, a distance from the actual anomaly pattern occurrence 

point to the anomaly pattern prediction point is measured as Delay. After 100 experiments, from the 

accumulated TP, FP, and FN, the F1 value is computed by Equation 2 along with the average value of 

Delay.
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 4.2 Comparison of anomaly pattern detection performance

 The performance of the proposed anomaly pattern detection method was compared with the method 

APD-HT in [3]. APD-HT [3] uses theensemble of k-means clustering for binary outlier prediction. As 

in [3], the ensemble of three clustering models with the number of clusters 30 was used. The proposed 

methods, APD-HT/IF, APDHT/AE, and APD-HT/LOF, are based on outlier detection methods of 

Isolation Forest(IF), Autoencoder(AE), and Local outlier factor(LOF), respectively. For Isolation 

Forest, the implementation in scikit-learn [13] was used, where the sub-sampling size was the number 

of training data samples and the ensemble size was 100. The tree height limit H is automatically set by 

the sub-sampling size ψ as H=ceiling(log2ψ). Outlier scores by Autoencoder and LOF were computed 

using the implementation in PyODwhich is a Python toolkit for outlier detection [18]. In Autoencoder, 

6 hidden layers were set where the number of nodes in an encoder part increased 1.5 times per layer and 

decreased reversely per layer in a decoder part. Default parameter values in PyOD implementation 

were used where relu activation function was utilized in all the hidden layers and sigmoid function in 

the output layer, and Adam optimizer was used. In LOF, the number of neighbors was set to 20 which is 

a default value in PyOD, and the Euclidean distance metric was used. For Autoencoder and LOF 

methods, preprocessing of the standard normalization was performed for all the data sets except 

Gaussian data which is onedimensional data.

 For all compared methods, the size of the reference window and the detection window was set as 400, 

and the significance level of the hypothesis test was set at 0.01 as in [3]. Five thresholds of 0.1th, 0.5th, 

1th, 2th, 3th percentiles were set for the transformation from the stream of outlier scores to binary-

valued streams. Table 3 shows the performance of the compared methods in 100 repeated tests by F1 

and the average value of Delay. Isolation Forest outlier detection method combined with APD-HT 

showed the highest F1 value compared with other methods. The all-agreed strategy gave higher F1 

value in APD-HT/IF and APDHT/AEthanthehalf-agreed approach, while the average delay is smaller 

when using the half-agreed approach.
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 As in [3], we also tested anomaly pattern detection performance in noisy environments. This was 

simulated by inserting 10% outliers randomly into the normal data sequence and mixing the same

Table4.Comparisonofanomalypatterndetectionperformanceinthesimulationofanoisyenvironment.

 Thresholdsof0.1th,0.5th,1th,2th,3thpercentileswereusedintheproposedmethods.

                 (a)IntheexperimentalsettingofTable3      (b)InthesimulationofanoisyenvironmentofTable4

JOURNAL OF ARTIFICIAL INTELLIGENCE AND SOFT COMPUTING RESEARCH (Volume - 15, Issue - 3, Sep - Dec 2025)                                            Page No  - 31



 Figure1.Comparisonofanomalypatterndetectionperformancewhendifferentthresholdvalueswere

 used.

 number of normal data with the outlier data sequence. Table 4 compares the performance in the 

simulated noisy situations. APD-HT/IF showed the decrease from 0.99 to 0.97 in the F1 value on 

average compared with the performance in non-noisy situation of Table 3. On the other hand, in APD-

HT [3] the decrease from 0.96 to 0.9 in the F1 value was obtained.

 4.3 Performance comparison under various threshold values

 Figure 1 compares the average F1 values in nine data sets when different threshold values were used in 

the experimental setting of Table 3 and 4. With All-agreed strategy, APT-HT/IF and APTHT/AE 

obtained high F1 values when relatively small threshold values such as 0.1th-percentile and 0.5th-

percentile were included in the set of thresholds. On the other hand, APT-HT/LOF shows a different 

behavior pattern with APT-HT/IF and APTHT/AE. It is conjectured that when outlier scores do not well 

describe the outlier degree of data samples, it is not easy to determine thresholds from the outlier scores 

of normal training data samples.

 5 Discussions

 In this paper, we proposed an anomaly detection method in a data stream that utilizes outlier scores by a 

well-known outlier detection method. When a new data sample arrives, the outlier score for the data 

sample is computed by the outlier detection model which is constructed from normal training data. 

Then binary values obtained by applying multiple thresholds for the outlier score are added to the end of 

the binary-valued data stream corresponding to each threshold. The thresholds are computed from 

percentile values on the outlier scores of normal training data samples. The binomial distribution in a 

detection window that moves forward on a binary data stream is compared with the distribution on the 

reference window at the beginning part of the binary data stream. The predictions made in multiple 

binary data streams are combined to make a decision for anomaly pattern detection. If anomaly pattern 

occurrence is detected, an alarm signal is given. Otherwise, the process is repeated for the new 

incoming data sample.

Among the three outlier detection methods, IF, Autoencoder, and LOF, the anomaly pattern detection 

using IF, APD-HT/IF, demonstrated the best detection performance on average. It can detect the 

occurrence of anomalous events by focusing on the pattern where outliers are predicted rather than the 
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 accuracy in outlier prediction for an individual data sample. As future work, we intend to apply the 

proposed anomaly detection method in a real application area such as breakdown detection in 

production facilities or new topic detection in a social network.
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A B S T R A C T

 Web-based browser fingerprint (or device fingerprint) is a tool used to identify and track user activity 

in web traffic. It is also used to identify computers that are abusing online advertising and also to 

prevent credit card fraud. A device fingerprint is created by extracting multiple parameter values from 

a browser API (e.g. operating system type or browser version). The acquired parameter values are then 

used to create a hash using the hash function. The disadvantage of using this method is too high 

susceptibility to small, normally occurring changes (e.g. when changing the browser version number 

or screen resolution). Minor changes in the input values generate a completely different fingerprint 

hash, making it impossible to find similar ones in the database. On the other hand, omitting these 

unstable values when creating a hash, significantly limits the ability of the fingerprint to distinguish 

between devices. This weak point is commonly exploited by fraudsters who knowingly evade this 

form of protection by deliberately changing the value of device parameters. The paper presents 

methods that significantly limit this type of activity. New algorithms for coding and comparing 

fingerprints are presented, in which the values of parameters with low stability and low entropy are 

especially taken into account. The fingerprint generation methods are based on popular Minhash, the 

LSH, and autoencoder methods. The effectiveness of coding and comparing each of the presented 

methods was also examined in comparison with the currently used hash generation method. Authentic 

data of the devices and browsers of users visiting 186 different websites were collected for the 

research.

Keywords: browser fingerprint, device fingerprint, LSH algorithm, autoencoder

Introduction

 The process of identifying the users and their behavior on the Internet is rather commonplace. By 

collecting information about the user, the pages they visit, or their planned purchases, it is possible to 

develop a useful profile, for example, when  communicating advertising content to them. The 
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mechanism for user identification is that of storing a unique identifier in a cookie on their device [1]. 

This type of method is widely criticized for the possibility of privacy violation. This problem has been 

noticed by the European Parliament and for several years now, information about the use of cookies has 

had to be placed on websites [2]. However, despite the obvious need for privacy, unambiguous 

identification of the device or the browser is extremely helpful in ensuring security and preventing 

abusive practices on the Internet. Numerous fraudulent activities include credit card payment scams 

[3], artificial generation of Internet traffic, the so-called abusive traffic [4], generating click fraud [5, 6] 

or automating the collection of web site contents [7]. Based on various reports [8, 9], losses due to fraud 

in online advertising alone can range from 6.5 to 19 billion dollars. Fraud prevention is primarily about 

identifying the perpetrator and blocking their actions. Unfortunately, the HTTP protocol used on the 

Internet only allows the user to be identified by the imperfect cookie mechanism. It is very easy to get 

around it by removing or ignoring cookies. Other methods, such as trying to eliminate fraud by 

blocking IP numbers of devices, do not give the expected results. One public IP number can be used by 

multiple users simultaneously. An IP number can also be assigned dynamically. Connections via proxy 

servers or VPN are also common. Hence, the best solution is to identify the user with the socalled 

browser fingerprint [10].

 A browser fingerprint is a set of information about a given browser, device, operating system and 

environmental and location settings of the user [11]. Due to a great variety of this information, 

fingerprint can be treated as a unique identifier. Unfortunately, the values of the parameters collected 

may change over time. This happens when updating the browser or operating system version, resizing 

the screen, installing a new plugin, etc. Once a fingerprint has been obtained, on average, it remains 

valid for several days [12]. That is why developing a way of comparing fingerprints taking into account 

the changes occurring in them poses a rather demanding challenge. Using hash functions to encode and 

search for a fingerprint is no longer relevant, as hash functions generate completely different hash 

values for minor input changes, which is particularly undesirable in the case of fingerprinting. For 

example,  once the browser version is changed, the same user will be recognized as two different 

persons.

The aim of this paper is to propose new methods of encoding fingerprint browser features and a method 

of comparing them, taking into account changes in the values of these features. The paper presents a 

research project showing the dynamics of changes taking place in the fingerprint during subsequent 

visits of a given user to the website. The features will be divided into a group of stable parameters and a 

group of unstable ones. This knowledge will be used to develop two new methods of comparing 

fingerprints:
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– a new method of hash generation using the MinHash technique compatible with the LSH algorithm,

– adedicated neural network with an auto-encoder structure to encode the abovementioned two groups 

of fingerprint features.

The encoding effectiveness of both methods will be experimentally tested using the data obtained over 

a period of 3 months from 186 different websites.

This paper is organized as follows. Section 2 briefly discusses the related work highlighting the 

proposed methods: issues connected with the browser fingerprint, its practical applications and the 

possibilities offered by neural networks with the autoencoder structure for data encoding. Then, in 

Section 3, the definition of the browser fingerprint is given, the characteristics of the features selected 

for its creation are assessed and their changes over time are analyzed. Section 4 discusses the proposed 

algorithms for comparing browser fingerprints. The research tests showing their effectiveness are 

presented in Section 5. Section 6 concludes the paper and offers suggestions for future work.

 2 Related works

 In paper [13], it was noticed for the first time that there is a high likelihood of identifying the user 

through using various parameters extracted from the browser being used. However, the scale of the 

research at that time remained rather limited. Only in the next study [10], where the research was 

conducted on a larger number of users, was it shownthat fingerprinting can become a unique identifier. 

Works on browser or device fingerprinting usually contain comprehensive information on specific 

features comprising the fingerprint [3, 10, 11, 12, 14]. The studies also focus on the analysis of stability 

of particular parameters [3, 12], examining different types of browsers [11, 12] or applied security 

features limiting the possibility of obtaining fingerprint features [12]. There are also analyses of 

creating unique fingerprints over the years [15]. Despite many recent changes in browsers, browser 

fingerprinting is still effective in user identification. The possibilities of creating cross-browser 

fingerprints when one user uses several browsers on one device are also investigated [16].

The subject of practical use of browser fingerprinting appears in the literature in several contexts 

including web tracking [10, 14], bot and fraud prevention [7] and augmented authentication [3]. 

Computer security companies commonly use this technique to detect bots and unusual activity on 

websites [17, 18]. In [7], it is shown that fingerprinting is a good method of detecting crawler robots, but 

at the same time it can be bypassed with little effort. The paper [19] presents the capabilities offered by 
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browser fingerprinting that can be used in order to verify the software and hardware stack of a mobile or 

desktop client. The presented system can, for example, distinguish between traffic sent by an original 

smartphone running an original browser from an emulator or desktop client deceptively simulating the 

same configuration.

 Anumberof publications address issues related to the abuse of online advertising and e-commerce. 

They mainly concern the problem of click frauds and credit card payments. Paper [4] proposes two 

novel inference techniques which can isolate click fraud attacks. One of them detects patterns of click 

reuse within an ad network clickstream and the second method, the bait-click defense, leverages the 

vantage point of an ad network to inject a pattern of bait clicks into a user’s device. Further on, the 

authors in [20] deal with the problem of detecting Internet merchant fraud. Goods or services offered 

and sold at cheap rates, but never shipped is a simple example of this type of fraud. The authors suggest 

a framework to detect such fraudulent sellers with the help of the support vector machine approach.

 Methods of detecting fraud on the Internet with the use of deep learning neural networks are also one of 

the subjects of many academic papers. In paper [21], the authors present a method of detecting credit 

card fraud. The main contribution of their work is the development of a fraud detection system that 

employs a deep learning architecture together with an advanced feature engineering process based on 

homogeneity-oriented behavior analysis. In [22], an ensemble neural network adapted as a hacking 

detection system to protect the computer system against cyber-attacks is presented. The presented 

ensemble neural network consists of an autoencoder, a deep belief neural network, a deep neural 

network and an extreme learning machine. The system’s task is to monitor the activity within a network 

of connected computers so as to analyze the activity of intrusive patterns. In [23], an attempt was made 

to detect fraud in biometric systems. To detect this type of fraud, the authors propose a novel method for 

fingerprint spoofing detection using the Deep Boltzmann Machines (DBM) for the extraction of high-

level features from images.

 A special kind of neural networks are autoencoders. They make it possible to use their deepest layer to 

encode input data. An example here is the so-called semantic hashing published in [24], where this 

technique of efficient information retrieval is presented. A document is fed to the input of a neural 

network which generates a small binary vector. Two similar documents will have two identical or very 

similar hashes. By indexing a given document with this hash, it is possible to find other similar 

documents almost immediately– one only should calculate the hash of a given document and search for 

documents containing the same hash (or hashes that differ from each other by from one to two bits).
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3 Generating and analyzing the browser fingerprint parameters

 3.1 Definition

A browser or device fingerprint is a set of data related to the user device. It contains information about 

the hardware, operating system and browser, and its configuration [11]. The information is collected 

only directly from the browser of a user by Javascript and by a web server. The user remains unaware 

that they are being identified, as the use of browser fingerprinting leaves no trace.

 For a quick search and comparison, the collected data set is given onto the input of a hash algorithm. 

The hash is an alphanumeric string of fixed length characters which becomes a unique identifier of a 

given browser [25]. This kind of fingerprint does not work in the case of mass-produced devices with 

limited configuration and upgrade possibilities, such as smartphones. In the case of one model of the 

device, the collected data is identical, generating the same fingerprints. Another problem is the 

instability of some features. For example, the software or operating system versions are regularly 

updated and then generate new fingerprints, too.

 3.2 Parameters extracted from the browser

 As mentioned in Subsection 3.1, the data necessary for the browser fingerprint are extracted directly 

from the browser. To cunduct the research under this paper the following features were selected:

– the features of the device (including device memory, color depth, logic cores, touch support, screen 

parameters, audio parameters)

– operating system parameters (i.e., its version, list of fonts, time zone)

– features of the browser (including its version, list of plug-ins, language list, User-agent header, 

adblock information, database information, Web Storage mechanisms, screen resolution available, 

window resolution available, Do Not Track header)

– graphics card information (canvas fingerprint, WebGLrenderer)

 To calculate the level of identifying information in each of the fingerprint features mentioned above, 

the measure of entropy is used. The higher the entropy is, the more unique and identifiable a finger
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print. Let H be the entropy, X- a discrete random variable with possible values x1,...,xn and P(X)a 

probability mass function. The entropy follows this formula

 For b = 2 it is the Shannon entropy and the result is in bits. The fingerprint’s features, along with the 

calculated entropy, are presented in Table 1. The data came from 131,326 users who made 365,209 

visits to different websites over a period of three months. The table does not include parameters with the 

entropy below 0.1. Some parameters, such as screen_id and User-agent , were broken down into 

individual elements. For screen_id it is width , height , available_width and available_height . In the 

case of User-agent the whole sequence was divided into elements starting with prefix ua_ .

Figure 1. Changes in the browser fingerprints

 recorded daily in repeat visitors.

 The same dataset was used to investigate the changes in the values of browser fingerprints. Figure 3.2 

presents a graph showing the number of times that the website was accessed again over the following 

days. The graph also shows the number of users with a change in the value of at least one fingerprint 

feature. The graph shows that on the second day about 12,000 users returned to the website, and 

amongthemasmanyas2,000showedachange in at least one feature. The last day of the research recorded 

a return of approximately 1,000 users who had accessed the website on the first day of the project. All 

the repeat visitors displayed changes in at least one fingerprint feature. Figure 3.2 shows the percentage 

of visitors returning to the website over the following days. It also shows the percentage of users 

visiting the website on that day when each of them had a change in at least one feature. It can be seen on 

day 20 that 56% of the repeat visitors had already had a change of at least one feature. After 40 days, the 

changes had occurred in 80% of the investigated users. Table 1 shows for each fea ture the percentage of 

the users who had shown the changes. This means that the data can be divided into a stable data group 

and an unstable data group.

JOURNAL OF ARTIFICIAL INTELLIGENCE AND SOFT COMPUTING RESEARCH (Volume - 15, Issue - 3, Sep - Dec 2025)                                            Page No  - 41



Table1.Obtainabledevicefingerprintfeatures
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Figure2.Percentage of changes in the browser

 fingerprints recorded daily in repeat visitors.

 4 Browser fingerprint encoding methods

 4.1 Hashing

Hashing refers to the process of generating a fixed-sizeoutput from an input of a variable size. This is 

done through the use of mathematical formulas known as hash functions (implemented as hashing 

algorithms).A conventional hash function should have collision resistance. This is a feature that 

prevents the same hash value from being obtained from two different input sets. These two properties of 

the hash function, a fixed hash length and collision resistance, enable a quick search of large data sets. 

Instead of comparing dozens of parameters for identical values, only hash values are compared with 

each other. The introduction outlines the disad vantages of using this solution for searching and 

comparing browser fingerprints. In the following Subsections, new methods for obtaining hashes and 

their use in searching for similar browser fingerprints are proposed.

4.2 The LSH algorithm

 The main task of the Locality-Sensitive Hashing (LSH) algorithm is to quickly compare documents in 

terms of their contents. The documents do not need to be identical, as it is in the case of the hash 

function, because the proposed method is not resistant to minor changes in the document. The LSH 

algorithm consists of three steps:

– transforming the document into a set of characters of length k (the shingling method, also known as k-
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-shingles or k-grams method),

–compressing the shingles set using the "MinHashing"method, so that the similarity of the base sets of 

documents in their compressed versions can still be checked,

–the LSH algorithm, which allows us to find the most similar pairs of documents or all pairs that are 

above some lower bound in similarity.

 Shingling is an effective method of representing a document as a set. To generate the set, we need to 

select short phrases or sentences from the document–the so-called shingles. This causes documents to 

have many common elements in their sets even if the sentences appear in documents in a different order.

 The next step consists in creating the so-called characteristic matrix, where the columns contain sets of 

shingles of individual documents, and the consecutive lines correspond to individual shingles. In the 

matrix cells at the intersection of row I and column j, there is value 1 in the case of the i-th shingle in the 

j-th document.

 In the MinHash algorithm a so-called SIG signature matrix is created with the dimensions m×n, where 

each of the m documents corresponds to n signatures. The matrix is calculated by performing random 

and independent n permutations of m rows of the characteristic matrix. The MinHash value for the 

column of the j-th document is the number of the first row (in the order resulting from the permutations), 

for which this column has value 1. These calculations are time-consuming, therefore instead of 

selecting random n row permutations, random n hash functions h1,h2,...hn are selected. The signature 

matrix is built taking into account each row in the given order. Let SIGk,j be an element of the signature 

matrix for the k-th hash function and column j of document dj. The next steps in generating the 

signatures matrix are shown in Algorithm 1.

Algorithm 1 Algorithm for generating the signatures matrix.
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The idea of the LSH algorithm allows checking the similarity of two elements. As a result of its 

operation, information is returned whether the pair forms a so-called "candidate pair", i.e. whether their 

similarity is greater than a specified threshold t (similarity threshold). Any pair that hashed to the same 

bucket is considered as a “candidate pair”. Dissimilar pairs that do hash to the same bucket are false 

positives. On the other hand, those pairs, which despite being similar, do not hash to the samebucket 

under at least one of the hash functions, are false negatives. A detailed description of particular parts of 

the LSH algorithm can be found in many works including [26] and [27].

In the proposed algorithm the i-th fingerprint parameters fi need to be divided into the stable fsi and 

unstable ones fni (see Section 3.2) and fi ={fsi, fni}. A MinHash algorithm starts operating for each set 

of parameters, which will generate two signature matrixes SIGsk,j and SIGnk,j. The algorithm starts the 

search process twice, i.e. for the stable and unstable parameters. The following steps of the algorithm 

are presented in Algorithm 2. Its operation results in returning a set of fingerprints fqn similar to 

fingerprint fq.

Algorithm 2 The LSH algorithm for searching for similar browser fingerprints in relation to parameter 

stability.

Initial procedure:
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 4.3 Deeplearning methods– autoencoders

 An autoencoder is a neural network with at least one hidden layer. The input and output have the same 

size. The autoencoder is trained in such a way that the values given onto its input are to be copied onto its 

output. The encoder aims to compress data to a low-dimensional representation, while the decoder aims 

to reconstruct the input data from the low-dimensional representation generated by the encoder [28].

The learning set is X = {x1,x2,...,xN} ∈Rm where xi is the m-dimensional feature vector, Nthe 

number of samples. The encoder maps input vector xi onto the hidden representation hi ∈ Rn 

using function fθ as in

 where W ∈Rm×n is a set of weights, n is the number of units in the hidden layer h, b ∈ Rn is a bias 

vector, θ is set {W,b}, and s(·) is the adopted activation function (sigmoid function) determined by the 

following formula
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 The decoder maps back values hi obtained in the hidden layer onto the output vector yi ∈ Rm according 

to the following formula

where ̇ W ∈ Rn× m are weights, ̇  b ∈ Rm is a bias vector and ̇  θ = { ̇ W, ̇  b}.

 Thelearning of the autoencoder consists in minimizing the difference between input xi and output yi. 

To this end a loss function is calculated as shown in the following formula

The aim of the learning is thus finding optimum values of parameters θ and ˙ θ facilitating the 

minimizing of the error between the input and output for thewhole training set

 The autoencoder presented above is discussed in relation to continuous data x. In the case of categorical 

data, one-hot encoded data are given into the input. In the case of one variable x of the categorical type, 

input dimension m is equal to the number of categories. Each category is numbered with consecutive 

natural numbers. Single vector xi is filled with zeros and contains a single value 1 in place j, where j is 

the category number. For this type of data function s(·) in formula (3) will take the value of softmax 

[29], where for each of the outputs k

where t ∈Rm, andtj is j-th element of vector t. For the softmax function, the loss function L(xi,yi) is 

calculated by using the categorical cross-entropy

where m is the number of outputs (number of categories).

For encoding stable and unstable fingerprint features, there are two hashes required. The autoencoder 
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will, therefore, consist of two pairs of encoder-decoders for stable and unstable parameters, 

respectively. The autoencoder will thus have two hidden layers, h1 and h2, whose outputs will return 

the values of the fingerprint hashes given onto the network input. The diagram of such an autoencoder is 

shown in Figure 3.

Figure 3. Dedicated structure of autoencoders.

There is a training set xi ∈ x1j,x2k ∈ Rm, where x1j ∈ Rm1, x2k ∈ Rm2– stable and unstable inputdata, 

m1– the number of stable data, m2– the number of unstable data, m = m1 +m2. The values of the hidden 

layers will then be

 where: ˙W1 ∈ Rn1× m1, ˙W2 ∈ Rn2× m2 are the weights, b1 ∈ Rm1, ˙ b2 ∈ Rm2 are the bias vectors 

and ̇  θ1 = { ̇ W1, ̇  b1} and ̇  θ2 = { ̇ W2, ̇  b2}. For this autoencoder the loss function will be expressed 

by the following formula

After the learning process has been completed, only encoders are used for further research. They are 

treated as hash functions. The inputs of the encoders are given fingerprint feature values (as onehot 

encode data). The output values obtained by the two layers h1 and h2 are rounded to integers.
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5 Experiments

 For this research on browser fingerprints coding methods, authentic data were collected during visits to 

186 different types of websites including online shops, companies offering various services and 

financial institutions, including banks. For 3 months, the total number of registered clicks totaled ca. 45 

million. For the sake of the research, the data for which the fingerprints parameters changed5 to 9times 

in one user within the three months were selected. The number of the data filtered in this way amounted 

to ca. 213,000. About 33,000 unique users were identified. The data containing fingerprints were then 

divided in the 80/20 ratio into training and test groups. Most of the data were used to initiate the 

MinHash algorithm or to learn the neural network. The fingerprints from the test group were used to 

check the effectiveness of the search.

 Precision and recall were used to evaluate the effectiveness of the tests [30]. Precision is the ratio of the 

number of correctly classified data to the total number of irrelevant and relevant data classified

and recall is the ratio between the number of data that are correctly classified to the total number of 

positive data

 where tp– true positive, fp– false positive, fnfalse negative and they can be derived from a confusion 

matrix [30]. The parameter which combines the above two parameters is F1 score that it is the harmonic 

mean of precision and recall

The first of the conducted experiments consists in testing the effectiveness of Algorithm 2. The 

initiating part of this algorithm requires that the data that constitute the browser fingerprint are divided 

into two groups, i.e. stable and unstable (according to the results obtained in Section 3.2). The initial 

values of the algorithm parameters must then be determined: the number of signatures for encoding ns, 

nn and threshold values ts, tn. The selection of these values requires a number of tests with different 

combinations of these parameters. The following values have been adopted for each parameter of the 

algorithm: 
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The best values were obtained for ns = 128. Table 2 presents a summary of the obtained results. The 

following rows show the results for different tn values, while the columns show the results for different 

nn values. The best was a set of parameters ns = 128, nn = 4, ts = 1 and tn = 0.5 lub tn = 0.6. Here the 

value  F1=0.35forprecision=0.34andrecall=0.36 wasobtained.

 Table2.The F1 score obtained for ns=128 and ts=1.

The next experiment  concerned  the use of aneural network with a dedicated structure consisting of 

two autoencoders (see Section4.3). Severalpossible combinations of neural network hyperpa rameters 

were tested. Each time a different number  of encoder and decoder layers, units in each layer and the 

size of the deepest coding layers h1and h2. were selected. The optimization parameters were assumed 

as follows: categorical cross-entropyas  the loss function, stochastic gradient descent optimizer, 

number of epochs–250 and batch size 32. The F1 score values for different network structures are 

presented in Table3.The subsequent rows show the examined structures of neural networks, specified 

number of units for encoding layers h1and h2,and the F1score value obtained for the test data. The best 

results were achieved by network No. 4 considering the obtained F1 score and network size.

 Ta3ble.The F1score results obtained for

 different structures of autoencoders.
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 The best results of the two coding and finger print benchmarking methods presented in this pa per are 

presented inTable4. The results are compared with the commonly used hashing method (see Section 

4.1).Two experiments using hash function SHA1 were conducted. In the first case, stable and unstable 

features were given onto the hash function input. In the second case only stable features were given. The 

new methods proposed in the paper give much better results than commonly used hashing methods.

 Table4.Comparison of the best results obtained.

 6 Conclusion

The paper presents two new methods ofencoding and comparing browser fingerprints: an algorithm 

using MinHash encoding(cooperating) withthe LSH and a dedicated structure of aneural network 

consisting of two encoders. Both methods use the results of a previously conducted analysis of changes 

in fingerprint characteristics over time. This allowed selecting two groups of features: stable and 

unstable ones. The presented experimental results showed that the effectiveness of searching for similar 

fingerprints is much greater if the difference between these two groups is taken into account when 

encoding.

 A great advantage which the proposed methods offer is the possibility to easily save the results of 

encoding in the database. This is possible both with the hashes obtained by MinHash algorithms and 

with the hashes obtained by the h1and h2 autoencoder layers. This gives the possibility to put  
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 both algorithms into practice. Both methods can also be used when creating device fingerprints for 

different browsers used by one user [16]. In this case, it will be necessary to perform an appropriate 

analysis of the changes occurring in the fingerprint feature values beforehand and create appropriate 

groups of stable and unstable features.

 Browser fingerprinting is a tool that helps toreduce the number of fraudulent activities on the In ternet. 

The new algorithms proposed in this paper may increase the level of detecting online fraudulent 

activities being carried out by some users by identifying them more accurately and efficiently.
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