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A B S T R A C T

1.  Introduction 

Scour is a natural phenomenon caused by the flow of water. It occurs when the erosive capacity of flow 

of water exceeds the resistance capability of earth material. Scour will continue until an equilibrium 

situation is reached i.e. the erosive capacity of flow becomes lower than the ability of earth material to 

resist it. Scour downstream hydraulic structures may result in damage or complete structural failure and 

loss of life and property. A labyrinth weir is an overflow weir folded in plan view to provide a longer 

total effective length for a given overall weir width (Figure 1).  The idea of labyrinth weir is useful in 

increasing the discharge capacity of existing spillway economically. The idea can be traced back to 

1940. The studies relating to scour patterns are even rarer. The present paper deals with the effect of 

various parameters of labyrinth weir, such as different aspect ratios, on the amount and pattern of 

downstream scour.

1.1 Literature review

Gentilini (1940) gave the initial idea of increasing discharge of weirs with a zigzag plan-form. After a 

hiatus of about 19 years next significant contribution was by Shalash (1959) who proposed equation for 

estimating scour depth downstream of weir including the effect of an apron with length L, Kotoulas 

Labyrinth weirs typically offer the advantage of increased effective crest length resulting in   
enhanced discharge for an operating head. Due to this distinct advantage, such weirs are gaining 
popularity. However, complex 3D flow pattern affects the nature of turbulence and the resulting 
scouring phenomena. Literature shows limited work on scouring patterns downstream of  
Labyrinth weirs. This paper presents the results of laboratory experimental study carried out to 
obtain the pattern and extent of scouring on the downstream side of trapezoidal plan-form 
labyrinth weir. These results are expected to be useful for the hydraulic engineers engaged in the 
task of design of labyrinth weir system.

Keywords: Labyrinth Weir, Crest Length, Scouring
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Figure 1 Layout of labyrinth weir

(1967) found that in case of coarse sand, about 64% of the final scour occurred in first 20s and about 

97% of scour depth was attained in 2h. But studies for actually designing a labyrinth  weir came from 

Taylor (1968) and Hay & Taylor (1970). Darvas (1971) gave a simplified method for design.Farthoudi 

and Smith(1985) studied the scour profiles downstream of a weir. Hassan and Narayanan (1985) 

studied the scour patterns d/s of an apron. Mason and Arumugan (1985) studied the scour caused by free 

jet d/s of weirs and flip buckets. Bormann (1988) defined the equilibrium scour parameters when no 

significant change takes place and the scour pattern becomes stable.  Magalhaes & Lorena (1989) 

developed this method further by use of dimensionless coefficients and discharge curves. Literature on 

scour consists of a few studies on local scour. Bormanr & Julian (1991) contributed towards study of 

scour d/s of grade control structures. Whittaker and Jaggi (1996) studied the erosion d/s of labyrinth 

weirs. Rosgen (2001) proposed design details for eco-friendly grade control structures including W-

weirs. Bijan Dargahi (2003) proposed equation for estimating maximum scour depth and rate of 

sediment transport by using simple power type equations that relate the scour geometry to controlling 

scour parameters. Bhuiyan et al.(2007) studied the flow turbulence characteristics and scour 

development downstream of a W-weir at river bed in clear water and live bed conditions. Pagliara 

(2007) studied the influence of sediment in the flow. Tullis et al (1995), (2007) Lopez et al. (2008) have 

made significant contribution to design methods of labyrinth weirs. The comprehensive work based on 

"Hydraulic design of labyrinth weirs", already published in the book by Henry Falvey (2003). Bhuiyan, 

Hey and Wormleaton (2007) used W-weir for river restoration and presented a hydraulic evaluation of 

W-weir. Moghim et al. (2008) developed an empirical equation by using regression analysis to predict 

the maximum scour depth downstream of apron. Khawairakpam and Muzumdar (2009) reviewed on 

local scour around hydraulic structures. Hossein Hamidifar (2011) performed experimental study on 
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local scour of non-cohesive sediments downstream of a horizontal rigid apron. W-weir and other 

labyrinth weirs as well as other 3-D flow intervening structures are gaining in popularity for various 

ecological issues like river restoration, fish and habitat protection, bank protection etc. which in 

summarized in the work by Scurlock, Thornton and Abt.(2012). Stefano Pagliara (2014) 

experimentally analyzed the scour geometry downstream of rock W-weirs in straight rivers and 

explained the behavior of these structures in terms of scour formulations. The study of scour then 

becomes important as excessive scour can undermine the foundations of W-weirs and other labyrinth 

weirs. Estimating the possible scour in advance and using remedial measures in the construction of 

various labyrinth weirs, this present study will certainly be helpful in that task.

2. Experimental set up

(Figure 2) indicates the arrangement of the experimental set up used for computation of maximum 

scour and its pattern downstream of labyrinth weir in the present study. Experiments were conducted at 

the fluid mechanics laboratory of the G.H.Raisoni college of engineering and management, Pune in a 

tilting flume 0.35 m wide , 4 m long, and 0.5 m high. The water re-circulation arrangement was provided 

in the flume. The re-circulation was done through 50mm diameter pipe with the 3HP pump. At the 

downstream end of flume, a sump 1.5m×1.5m×0.65m was provided at the inlet, a tank of size 

0.8×1.0m×0.65m was provided. For carrying out the experimental study, the labyrinth models with side 
0 0 0 0 0 wall angle 6,8,10,16,21 were fabricated using 15mm think acrylic sheet. The labyrinth model in 

present study was provided with quarter round crest shape. Each labyrinth model consisted of two full 

cycles having total width of 0.3m and height 0.25m. On the upstream of the labyrinth weir, baffle walls 

were provided for damping the turbulence. For measurement of water surface level and sand level, 

vernier  type gauge with 2 mm least count was used, the discharge was measured by volumetric method 

. During the experiments the nappe of labyrinth weir was kept well ventilated. The experiment work 

was started with the proper arrangement of tilting flume with zero degree slope and 10cm think sand 

level was prepared. Four different types of arrangements of extended length of apron on downstream of 

labyrinth weir were tested. At the beginning of each experiment, the sand level bed was carefully 

leveled. All experiments were conducted in subcritical flow condition without hydraulic jump 
3 3

formation. The flow rate (Q) was varied in the range of 0.00765 m/s to 0.01260 m/s.
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As per the observations taken, the aspect ratio B/W as well as B/P are identified as important parameters 

which affect the scour depth downstream of labyrinth weir. The equations obtained by regression 

analysis are of power type with the following form (Figure 3 and Figure 4).

All dimensions are in meter

3. Observations and Discussion

Figure 2 Experimental set up for computation of scour depth downstream of labyrinth weir

(1)

Where, the multiplier k and n depend on the length of apron provided downstream of the labyrinth weir 1 1

.Following table 1 and table 2 given the values of k and n.  1 1

3 3Table 1 Range of discharge 0.01195 m/s to 0.01260 m/s

Extended apron Length 0 cm 5 cm 10 cm 15 cm

k1 0.0565 0.0481 0.0434 0.0367

n1 1.108 1.125 1.162 1.247

R2 0.9268 0.9172 0.9285 0.9285

3 3Table 2 Range of discharge 0.00765 m/s to 0.00988 m/s

Extended apron Length 0 cm 5 cm 10 cm 15 cm

k1 0.0508 0.0414 0.0378 0.0304

n1 1.138 1.266 1.267 1.441

R2 0.9179 0.9243 0.9179 0.9529
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Figure 3 Variation of dimensionless maximum scour depth with aspect ratio (B/W)
0 0 3 3

[For side wall angle (ɑ) ranging from 6 - 21 and discharge (Q) ranging from 0.01195 m/s - 0.01260 m/s, t 
= 60s to t (max) = 3600s]

Figure 4 Variation of dimensionless maximum scour depth with aspect ratio (B/W)

The aspect ratio B/P, where P is the height of labyrinth weir, yields the following results.

0 0 3 3
[For side wall angle (ɑ) ranging from 6 - 21 and discharge (Q) ranging from 0.00765 m/s - 0.00988 m/s, t 

= 60s to t (max) = 3600s]
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(2)

Where, the multiplier k and n follow the same pattern (Figure 5 and Figure 6) depending on the apron 2 2

length provided. Following table 3 and table 4 given the values of k and n.  2 2

3 3
Table 3 Range of discharge 0.01195 m/s to 0.01260 m/s

Extended apron Length 0 cm 5 cm 10 cm 15 cm

k2 0.0601 0.0591 0.0536 0.0461

n2 1.108 1.125 1.162 1.247

R2 0.9268 0.9172 0.9368 0.9285

3 3Table 4 Range of discharge 0.00765 m/s to 0.00988 m/s

Extended apron Length 0 cm 5 cm 10 cm 15 cm

k2 0.0625 0.0522 0.0477 0.0396

n2 1.138 1.266 1.267 1.441

R2 0.9179 0.9243 0.9179 0.9529

It is interesting to note that though the values of k and kchange in table 1 and table 3, values of n 1 2 1

and n i.e. the exponent remain the same. The same can be stated for values of n and n in relation 2 1 2

with table 2 table 4.

Figure 5 Variation of dimensionless maximum scour depth with aspect ratio (B/P)
0 0 3 3

[For side wall angle (ɑ) ranging from 6 - 21 and discharge (Q) ranging from 0.01195 m/s - 0.01260 m/s, t 
= 60s to t (max) = 3600s]
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Figure 6 Variation of dimensionless maximum scour depth with aspect ratio (B/P)
0 0 3 3

[For side wall angle (ɑ) ranging from 6 - 21 and discharge (Q) ranging from 0.00765 m/s - 0.00988 m/s, t 

= 60s to t (max) = 3600s]

0
Figure 7 Scouring pattern for side wall angle (ɑ) = 6, t(max) = 3600s with zero cm extended length of 

labyrinth apron.

0Figure 8 Scouring pattern for side wall angle (ɑ) = 6, t (max) = 3600s with 5 cm extended length of 

labyrinth apron
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0Figure 9 Scouring pattern for side wall angle (ɑ) = 6, t (max) = 3600s with 10 cm extended length of 
labyrinth apron

0
Figure 10 Scouring pattern for side wall angle (ɑ) = 6, t (max) = 3600s with 15 cm extended length of 

labyrinth apron

4. Conclusions

1. The aspect ratios B/W and B/P are identified as important parameters affecting the scour downstream 

of labyrinth weirs.

2. Providing apron of sufficient length is necessary in the design of labyrinth weir as the scour depth 

reduces if longer apron is provided.

3. A set of 16 equations of the basic form is developed which will be helpful in design of labyrinth weir.
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and

4. It is observed that the scour depth decreases with the aspect ratios i.e. B/W and B/P.

5. Maximum scour depth is located just downstream of the labyrinth weir or end of apron if apron is 

provided. The scour pattern can be observed in the photographs.   

Notation

      L = Total length of labyrinth weir
     W = Total width of labyrinth weir
     w = Width of one cycle of labyrinth weir
     B = Total length of labyrinth apron
     D = Out-side apex width
     A = Inside apex width
     P = Height of labyrinth weir
     α = Labyrinth side wall angle
     Q = Discharge over labyrinth weir
    Z = Maximum depth of scourm

     t = Time period
     t (max) = Maximum time period
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A B S T R A C T

1.  Introduction  

Ocean waves undergoes transformation on entering shallow waters from deep waters. The 

understanding of wave transformation is very essential to know about the coastal processes. The coastal 

structures present in the shallow waters are subjected to hydrodynamic loading in the form of waves. It 

is evident that the water depth decreases towards the shore. This decrease in water depth can be 

mimicked well in laboratory by using a sloping bed. As the wave enters shallow waters, there is an 

increase in wave height due to shoaling effect. Often there is a need to determine the incident wave 

height before the (structure to be studied) from the wave data measured offshore. The instantaneous 

wave elevations before the structure cannot be used to compute incident wave height as it includes the 

Ocean waves entering shallow waters from deep water region undergoes transformation. This 
study of wave transformation is very essential in predicting the behavior of waves on its 
propagation over the shallower region. As the wave enters shallow waters, there is a change in 
wave height due to shoaling effect. The study aims in comparing the theoretically established 
shoaling coefficient with the experimentally measured shoaling coefficient of the sloping bed. 
The results from the study will include the practical nonlinear effects along with the effect of 
steepness (gradient) of the sloping bed, which is not accounted by the shoaling coefficient 
calculated using linear wave theory. The hydrodynamic loading on structure gets altered with the 
variation of wave height. There may also be reflection from the sloping bed contributing to the 
increased wave height. Therefore the above factors contributing to the modification of wave 
height deems the necessity of having a sound understanding of the wave transformation 
phenomena. The present study will bring out the wave transformation over a given sloping bed. 
The variation of wave shoaling effect with respect to wave steepness and relative water depths 
will be presented along with the reflection characteristics of the sloping bottom. The results from 
the laboratory investigation performed in the shallow water  wave flume of Department of Ocean 
Engineering, IIT Madras, will be presented.

Keywords: Shoaling, Wave steepness, Wave reflection, Sloping bottom.
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waves reflected from the structure. This knowledge of predicting the incident wave height from the 

deep water wave height is essential in order quantify the reflection, transmission and energy absorption 

characteristics of the coastal structure and also to determine the intensity of wave loading on the 

structure. Thus, this study focuses on the comparison of experimentally determined shoaling 

coefficient with the theoretical shoaling coefficient. The wave reflection characteristics of the 

submerged slopping bottom will also be brought out.

Nomenclature

H  Wave Height at 0.3 m water depth (m)

H          Wave Height at 0.67 m water depth (m)o

T  Time period (s)

L Wave length at 0.3 m water depth (m)

L Deep water wavelength (m)o

d Water depth (m)

η Wave Elevation (m)

K Reflection coefficientr

K Shoaling coefficients

P Wave Probe 1 1

P Wave Probe 2 2

P Wave Probe 33

ξ Surf similarity parameter

2. Experimental Setup

Figure 1 Schematic sketch of the experimental setup

The Laboratory was performed in the wave flume which is 72m long, 2m wide and 2.7 m deep. The 

submerged sloping bottom was provided with a slope of 1 in 22 to shoal the waves. Resistance type 

wave probes are used to find the instantaneous wave elevation. The data acquisition was done with a 

sampling frequency of 40 hertz. A Schematic sketch showing the experimental setup is shown in Fig. 1. 
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Two wave probes P1 and P2 was installed before the slopping bottom at a water depth of 0.67 m and 

wave probe P3 was installed at a water depth of 0.3 m after the slope. The probe P3 is used to measure 

the shoaled wave elevations and the probes P1 and P2 are used to find the instantaneous wave elevations 

of un-shoaled waves before the slope. The sloping bottom is provided at a distance of 20 from the wave 

paddle and the horizontal distance of the sloping bed is 8.1 m with a gradient of 1 in 22. 

2.1 Non-dimensional parameters used in study

During the experiments, the relative water depth (d/L) was varied along with non-dimensional 

parameter H/d; where, the water depth was kept constant throughout the study. The reflection and 

shoaling coefficient examined in the study is found to depend on non-dimensional parameters as shown 

below.

(K, K) = f (d/L, H/L, H/L, H/L)           (1)r s o o o

The non-dimensional parameters and their ranges are shown in the table below.

Table 1 Range of non-dimensional parameters considered in study

Figure 2 Typical time series for a d/L of 0.14

Figure 2 shows a typical time history of wave record corresponding to a d/L of 0.14 for a wave with a 

steepness as 0.065 at 0.67m water depth (for un-shoaled wave). In Fig. 2 the variation between shoaled 

wave past the submerged ramp and un-shoaled wave ahead of the submerged ramp is evident. This 

variation between the shoaled and un-shoaled wave will be studied in the further sections.

Non dimensional parameters Range

d/L 0.080 – 0.180

H/L 0.018- 0.055

Ho/L 0.018 – 0.060 

Ho/Lo 0.012 – 0.040
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3. Results and Discussions

The transformation of wave due to the shoaling process can be established with the theoretical shoaling 

coefficient. The theoretical shoaling coefficient is computed as discussed below.

22

11

cn

cn
K s

´

´
= (2)

( )úû
ù

ê
ë

é
+=

Ld

Ld
n

/4sinh

/4
1

2

1

p

p
(3)

Where, K is the Shoaling coefficient. s

C corresponds to the celerity of wave in depths of 0.67 m and Ccorresponds to the celerity of wave in 1 2 

depths of 0.3 m. n corresponds to the value of n at 0.67m water depth and n corresponds to values of n 1 2

at 0.3m water depth. 

3.1 Influence of Wavelength on Shoaling coefficient

Figure 3 Variation of Ks with d/L

Figure 3 shows the variation of shoaling coefficient with relative water depth d/L. The shoaling 

coefficient increases with increase in wave length. In other words the shoaling coefficient increases 

with decrease in d/L. The effect of long wave is felt more in the bottom, and hence the sholing is found to 

be more dominating for a higher wavelength. From Fig. 3, it may be observed that the minimum 

theoretically computed shoaling coefficient is 0.95 for a d/L of 0.18 and a maximum shoaling 

coefficient of 1.13 is observed for a d/L of 0.08. 
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Further from Fig. 3 the experimentally measured shoaling coefficient is plotted along with the 

theoretically established shoaling coefficient. The experimentally measured shoaling coefficient is 

plotted against d/L. Variation of shoaling coefficient for given d/L was observed for different wave 

steepness H/L, which shows the effect of wave steepness on shoaling coefficient. However from Fig. 3 o

it may be inferred that the Wavelength plays in important role in shoaling effect than that of the wave 

steepness. The experimental shoaling coefficient follows a similar trend as that of the theoretical 

shoaling coefficient which increases with the increase in wavelength. It may be noted that the influence 

of wave steepness in experimentally measured shoaling coefficient is higher for higher wave length 

(lower d/L). For the experimentally measured shoaling coefficient, maximum shoaling coefficient was 

found to be 1.23 for a d/L of 0.08. The minimum measured shoaling coefficient was found to be 0.87 for 

a d/L of 0.16.

(THEORY) (MEASURED) 
Figure 4 Comparison of K With Ks  s 

Figure 4 shows the comparison of shoaling coefficient obtained by theoretical computation with that of 

the experimentally measured shoaling coefficient. From the plot it can be observed that within the given 

range of d/L the theory compares well with the measured values. Further the variation of shoaling 

coefficient with change in wave steepness is observed in experiment which is not accounted in theory.

3.2 Effect of Wavelength on Wave Reflection

Ocean waves gets reflected on facing obstruction. In the present study the wave reflection of a 

submerged slope is studied. The reflection analysis is performed based on two probe approach (Goda et 

al., 1976) and the wave probes P1 and P2 were used to find the reflection coefficient of the slopping bed. 
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To understand the process of wave reflection better, the test results of reflection coefficients are plotted 

as a function of wave steepness against the relative water depth d/L. From Fig. 5 it may be interpreted 

that the increase in wave length increases the wave reflection. This may be because the effect of wave 

on the sloping bottom is more for a longer wave and hence higher reflection is noticed for a long wave. 

The maximum wave reflection found was about 0.15 for a d/L of 0.08. The minimum reflection value  

noticed is 0.046 for a d/L of 0.18.

Figure 5 Variation of Kr with d/L

3.3 Role of Surf Similarity Parameter

Surf similarity parameter is an important parameter to describe the coastal process as the parameter 

takes into account of the gradient of the bottom slope. The surf similarity parameter is calculated as 

shown below.

Surf similarity parameter, (4)

Where,

tanθ takes into account of the bottom gradient. The value fed to the tanθ is constant throughout the study 

and it is 1 by 22. It has to be noted that the surf similarity parameter is a single parameter accounting the 

steepness of the wave and the gradient of the sloping bed. In the present study efforts are taken to find 

the influence of sloping bed and the wave steepness on the phenomena of wave transformation.
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The shoaling coefficient is plotted against surf similarity parameter in Fig. 6 and it can be noticed that 

for a higher d/L values (lower wavelength), the Shoaling coefficient K is found to be low, whereas for s

lower d/L values (longer wavelength), the shoaling is observed to be higher. There is an increasing trend 

of shoaling observed with the increase in surf similarity parameter. For Higher wavelength a drastic 

raise in shoaling is observed. It may be interpreted from Fig. 6 that the effect of steepness of wave and 

the gradient of bottom slope plays a role in wave transformation. There is significant increase in 

shoaling observed for d/L greater than 0.1. From the Fig. 6 the maximum shoaling coefficient is found 

to be 1.19 for a d/L of 0.08 with a value of surf similarity parameter about 0.39. The minimum value of 

shoaling coefficient was found to be about 0.87 for a d/L of 0.16 with a surf similarity parameter as 0.33.

Figure 6 Variation of K with surf similarity parameters

4. Conclusions 

The Theoretical shoaling coefficient (K) is a function of wavelength and independent of wave height. s

During the experiments, slight variation of shoaling coefficient was found due to the effect of wave 

heights. The dependability of shoaling coefficient with wave height is found and plotted in the study.

Further, the theoretically computed shoaling coefficient was compared with the experimentally 

measured shoaling coefficient.

The slope of the bottom ramp is not accounted in the theory. The present study takes into account of the 

slope of bottom which is presented using surf similarity parameter.
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For studies on coastal structures, which deems the necessity of knowledge of incident wave height from 

the deep water wave record; present study gives a much realistic measure of wave shoaling based on 

experimental results.

The reflection effect due to the bottom sloping bed was plotted with respect to the wavelength and 

quantified.
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A B S T R A C T

1.  Introduction 

 

The Himalayan–Karakoram (HK) region has the largest glacier coverage outside the Polar Regions but 

knowledge of the dimensions of these glaciers and their behavior in response to climate change is still 

limited, due to their remoteness, the harsh topography, the complex political situation, and the 

associated difficult physical access (Bolch et al., 2012). Glaciers influence the runoff regime of major 

river systems affecting millions of people down river (Immerzeel et al., 2010; Kaser et al., 2010). Of 

these glaciers, the Gangotri group of glacier is a prominent system of glaciers as it is the first source of 

water in the Ganga Basin affecting large part of north India. Furthermore, applications of modern 

methodologies, such as measurements of gravity field anomalies (Jacob et al., 2012) or laser altimetry 

(Kääb et al., 2012), and combinations of them with field data (Gardner et al., 2013) lead to deviating 

findings, underlining the difficulty of measuring complex processes in such a large region.Two of the 

major parameters used to characterize glacier dynamics are surface velocity and ice thickness 

The present study estimates ice thickness distribution over the Gangotri group of glaciers using 
modelling techniques. The modelling techniques follows the flow law of ice and empirical 
relation between the slope and height relation found for glacier system over the world. Surface 
velocity was calculated using multi-temporal PAN data from Landsat 7/8 (15m) and Indian 
Remote Sensing Satellite IRS-1C/1D (5m) data over the years 1998 to 2014. This study uses for 
the first time IRS-1C/1D for Gangotri glacier velocity estimation. Sub-pixel correlation of the 
images were done using COSI-Corr software. The study was able to successfully conclude the 
measured velocity to that of 0.02m/day for the duration of 1998-2014 over the whole glacier. 
Velocity over accumulation zone was found to be 0.041m/day. Also the modelled ice depth was 
analyzed and found to be in range of 58 to 450 m for the entire glacier. Few small area in middle 
and upper part of glacier showed values between 450-650m. The ice depth found at snout varied 
from 58 m to 67 m. Finally the modelled depth was correlated to the Terrestrial Laser Scanner 
(TLS) field measurements and was found to be in having a correlation of R2=0.799. The 
estimated ice depth matches well with earlier reported studies for Gangotri glacier.

Keywords:Glacier Velocity, Landsat, IRS 1C/1D, Ice flow model, Glacier Depth, TLS, Glacier 
dynamics
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(Gantayat et al., 2014). In this work, therefore, we estimate the ice thickness distribution over Gangotri 

Glacier. The surface velocities were estimated using feature tracking based techniques using medium to 

high resolution ortho-rectified and co-registered remote-sensing data (Leprince et al., 2007). Here, we 

also focus on determining the ice depth for the Gangotri group of glacier, which is a basic parameter 

required for glacier melt projections (Huss et al., 2008; Gabbi et al., 2012), and estimates of future sea-

level rise contributions due to glacier melt.

To estimate glacier volumes various methods have been proposed over time, such as volume–area 

(V–A) relations (e.g., Chen and Ohmura, 1990; Bahr et al., 1997), slope-dependent ice thickness 

estimations (Haeberli and Hoelzle, 1995), and more recently spatially distributed ice-thickness models 

(Linsbauer et al., 2009; Cuffey and Patterson, 2010; Huss and Farinotti, 2012; Li et al., 2012; Clarke et 

al. 2013). Power-law relationships for volume/area, volume/length and volume/area/length have been 

derived from the abundant information available regarding area and length (Chen and Ohmura, 1990; 

Bahr et al., 1997; Radić et al., 2010). First estimate of the ice thickness distribution of all glaciers 

around the globe was presented by Huss and Farinotti (2012). Artificial neural network methods have 

also been employed, using calculations based on a digital elevation model (DEM) and a mask of 

present-day ice cover in the Mount Waddington area in British Columbia and Yukon, Canada (Clarke 

and others, 2009). These networks are trained by substituting the known topography of ice-free regions, 

adjacent to the ice-covered regions of interest in case of non-availability of data providing maximum 

relative uncertainty in volume estimates at 45%. Ice volume was calculated for Columbia Glacier, 

Alaska, USA, by estimating ice fluxes using the equation of continuity between adjacent flowlines 

(McNabb and others, 2012). 

In that investigation surface velocities and mass balance were used to estimate mean ice flux. Farinotti 

and others (2009a) developed another approach, using apparent mass balance to estimate ice thickness. 

From a distribution of apparent mass balance, ice flux was computed over selected ice flowlines and 

was then converted to ice thickness using Glen's flow law (Glen, 1955). Using this method, the ice-

thickness distribution and volumes were estimated for glaciers in the Swiss Alps and elsewhere 

(Farinotti and others, 2009b; Huss and Farinotti, 2012). Mass-balance distribution data over large 

glaciers in the Himalaya are not easily available and are inaccurate in some cases (Bolch et. al.,2012). 

Here, we present ice volume estimations for the Gangotri group of glacier using three different V–A 

relations, a slope-dependent ice thickness estimation method, an ice-thickness distribution model and a 

model using surface velocities, slope and the flow law of ice. These methods are applied to the same 

base data, comprising the 90 m digital elevation model (DEM) from the Shuttle Radar Topography 
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Mission (SRTM). Results from the different approaches are then correlated at snout using the 

Terrestrial laser Scanner (TLS) based ground survey during 15-17 Sep. 2014.

1.1 Study region and data

The study area consists of the Gangotri group of glacier in the Gharwal Himalayas of India. The 

Gangotri glacier is one of the largest glaciers in the Himalayas, being approximately 30 km long with a 

width varying between 0.5 and 2.5 km. It has a height varying between 4000 and 7000 m.a.s.l. (Jain, 

S.K., 2008). The Gangotri glacier is a valley type glacier, flowing into the NW direction. Of the 

Gangotri glacier, approximately 29% of the total area is affected by debris. The three main tributaries 

are Raktvarn (15.90 km), Chaturangi (22.45 km) and Kirti (11.05 km) (Figure 1) and five other 

tributaries contribute to the Gangotri glacier. The present land forms are the result of erosion and 

deposition processes of glacial-periglacial features.

Figure  Location map and FCC image ofGangotri Group of Glacier

2. Experimental program 

In the following section, the different ice volume estimation approaches applied in this study are 

described. Methodologies description are restricted to short summaries and background information 

can be studied from the given reference of the study.
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The most frequently used approach for ice volume estimations so far is V–A scaling method. As large 

glaciers generally tend to be thicker ice volume is calculated as a function of its surface area. Area-

related scaling techniques have been extensively applied as their application is simple, fast and area 

data had been measured and compiled long before digital terrain information became available, hence a 

long term data is available. V–A scaling relation is generally represented as:

2.1 Area-related thickness estimations

yV = cA       (1)

Where, V represents the glacier volume, A the glacier area, γ and c are two scaling parameters.

In order to facilitate comparisons with results from other methods and ice thickness measurements, Eq. 

(1) can be translated into the thickness–area relation as:
BH = cA

Where, H represents the ice thickness and β = γ-1.

Here we use three sets of scaling parameters, applied in (Frey et al., 2014): (i) Chen and Ohmura (1990), 

(ii) Bahr et al. (1997), and (iii) LIGG et al. (1988). These parameters have been applied for the whole H-

K range but a local study is the parameters and its accuracy is tested.The applied scaling parameters 

used in this study are given in Table 1. 

Table 1.  Parameter of the applied V-A relations

Extended apron Length 0 cm 5 cm 10 cm 15 cm

k2 0.0625 0.0522 0.0477 0.0396

n2 1.138 1.266 1.267 1.441

R2 0.9179 0.9243 0.9179 0.9529

Figure 2 Comparative listing of results of the Study Note: Axis-y the in figure represents numerical value 
for both average ice thickness (denoted by m) and average total volume calculated from the relation (denoted 

3by km).
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A comparative list of the methods employed for ice depth is shown in Figure 2. As is clearly seen in the 

graph both GlabTop and slope dependent method are nearer to each other as expected. But other models 

using the old V-A (Volume-Area) scaling technique are constantly overestimating the mean glacier 

depth. When compared to velocity dependent Laminar flow based model, the mean depth drops to more 

than 20m at 92m. Hence a corrective constant for Gangotri Glacier is suggested which are more in line 

to the results from other models. New factors based on studying the depth in this study are suggested for 

Gangotri group of glaciers for further V-A analysis in future is suggested as c = 0.193 and γ = 1.35.

2.2Slope-dependent thickness estimations and GlabTop

Haeberli and Hoelzle(1995) presented a way to estimate glacier volume using average surface slope 

and vertical glacier relief. This parameterization scheme has been used over Himalayan range in recent 

studies (Frey et al., 2014). Therefore, an application of this approach can be used for depth estimation 

over the study area.Here the equation governing the depth at center flow line of the glacier can be 

written as:

The shape factor, f, is determined from (Cuffey and Paterson, 2010)

Table.2 Shape Factor for different glacier geometries

Parabola Semi-ellipse Rectangle

1 0.445 0.5 0.558

2 0.646 0.709 0.789

3 0.746 0.799 0.884

4 0.806 0.849

∞ 1 1 1

W F

Which is typically chose at 0.8 for valley glaciers. To interpolate the value at centre flow line over the 

whole of glacier taking the edges of the glacier to be at 0 ice depth, a multiplication of π/4 is applied.

The change in basal stress in accordance with elevation range is based on reconstructed late Pleistocene 

glaciers of European Alps (Paul and Linsbauer, 2012). Where,
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When applied over remotely sensed data, these parameters need to be considered for accurate 

determination. Hence ΔH (difference in height from snout to peak of glacier involved) and glacier 

length ɭis used to determine slope of the glacier using the equation:

This is then used to calculate the stress for the main glacier branch and consecutively centre flow line 

depth. This flow line depth is then interpolated to the glacier boundary which is fixed at zero depth 

using equation (4).

Paul and Linsbauer (2012)used an hybrid approach using inputs fromClarke et al., (2009) and Li et al., 

(2011), which considers just the flow dynamics and enables the bed estimation to be computationally 

very fast. The GlabTop model approach uses hydrological correct approach of digitizing flow-lines and 

takes into consideration the changes in τ every 500m, whereas slope dependant model does not consider 

variable τ but takes mean value for full glacier. 

The DEM used for the study is converted into a contour line with 50 m elevation difference. This is then 

converted into slope map and equation (5) is applied to calculate the value of τ. This is then used to 

calculate the ice depth distribution along the flow lines which are digitized earlier following the contour 

lines. The TopoToRaster tool is used from the ArcGIS to interpolate the values of the ice depth over the 

entire glacier from the flow line to the entire glacier.

2.3Ice Thickness from velocity measurement

2.3.1 Velocity Measurement

Surface velocities of the glacier were calculated using sub-pixel correlation of the acquired multi 

temporal images, using the ENVI module Co-registration of Optically Sensed Images and Correlation 

(COSI-Corr), which is downloadable at http:// www.tectonics.caltech.edu/. The algorithm uses two 

images to iteratively cross-correlate in the phase plane on sliding windows, to find the best possible 

correlation. A detailed description of the algorithm is given by (Leprince et al., 2007). The setup 

provides alteration of the window size, window movement, signal to noise ratio threshold and gridded 

output options. The setting of these depend on the expected movement of the glacier and the pixel 

resolution of the image. Table 2. Provides us with the setting used in the velocities measurements. All 

pixels that have SNR < 0.9 and displacements >85m are discarded. A vector field is generated from the 

two displacement images and is then overlaid on the image to check the accuracy of the measurement. 

The difference in the time of acquisition between the two images is used to estimate the velocity field.
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Where, D represent the translation movement detected, E-S represent the movement values for the E-S s

direction and N-S represent the movement values for the N-S direction. Although care has to be taken to 

disregard all pixel having SNR less than 0.9, hence leaving patches of area with no movement values. 

This is then rectified by interpolating nearby values. Velocity calculation is then a simple matter of 

movement divided by the time interval between the two scenes. This is done using vector addition of the 
o

two fields of movement with the angle between them always at 90. This is used to get the magnitude of 

the movement of the feature over the search window. Also local averaging is done to filter out rouge 

pixel showing movement values very high which are obviously termed as noise.

Table 3 COSI-Corr Settings used in the study

Resolution (m) Step Robustness Iteration Mask Threshold

Initial Final

64 32 15 2 4 0.9

128 64 15 2 4 0.9

256 64 5 2 4 0.9

256 128 5 2 4 0.9

512 256 5 2 4 0.9

Window Size

2.3.2Estimation of Depth

Ice thickness calculation are done using velocity values derived from the COSI-CORR software. The 

basic premise behind the model for thickness estimation follows the logic of Basal Shear stress and 

Velocities in “Laminar flow” as described in (Cuffey and Patterson, 2010). Here the model of a glacier 

is a parallel-sided slab of ice of thickness H on a rough plane of slope α. No sliding of the slab is assumed 

on the plane and the thickness of the slab is much less than its length and width. The slab is 

perpendicular to the plane and of unit cross section. The weight of the slab is ρgH. Where ρ is density of 

ice, g is acceleration due to gravity and H is the height of the slab. The weight of the slab along the 

surface will be countered by basal stress which will be equal to:

This is a very simple model for glacier movement when the layers of ice do not move over each other. 

But in real world scenarios, ice moves over each layer and hence velocity varies with depth. This is 

shown in Figure 1. Here a block of ice is taken with unit length at all sides. This give rise to the premise 

that these blocks of ice move over each other hence producing sliding motion.
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Let u be the x component of the velocity. Assuming the slab deforms in a simple shear, the flow lines are 

parallel to surface. This is Laminar flow of ice. It follows that the z component of the velocity is zero and 

so shear strain rate is ½(du/dz).

Where, A is a creep parameter (which depends on temperature,fabric, grain size and impurity content 
-24 –3 –1

and has a value of3.24*10  Pa  s  for temperate glaciers (Cuffey and Paterson, 2010).Using equation 

(8) and adding a scale/shape factor, f, for temperate glaciers we get

Integrating equation (9) into (8) we get

This equation can then be used to determine the depth/height of the ice over any glacier where our 

assumption holds true. Changing the equation into the final form by replacing (h-z) with H we get.

Rearranging to get depth information of a particular velocity pair, we get:

Where, f is a scale factor, i.e. the ratiobetween the driving stress and basal stress along a glacier,

and has a range of [0.8, 1] for temperate glaciers. This study has used f = 0.8 (Haeberli and Hoelzle, 
–3

1995), ρ is the ice density, assigned a constant value of 900 kgm  (Farinotti and others, 2009a), g is 
–2accelerationdue to gravity (9.8ms ) and Slope,     is estimated from 90 m SRTM-DEM. 

3. Results and uncertainty analysis 

Table 4 and Table 5 provide the results derived from slope dependent model and GlabTop respectively. 

a

a

Figure 3  Forces acting on a block of ice

An EP Journal on Architectural Education (Vol - 13, Issue No 2, May-Aug 2025)                                                                                         Page No - 25

ISSN Application No.  21823



These approaches work on the same premise as explained in Section 2.

Table 4 Slope Dependent Model Parameters and Results

Length Ice depth Area Covered

(km) (m) (km2)

Gangotri 30 3.2 0.10626 150 200.42 87.87

Raktvarn 10.27 2 0.19233 150 111.21 47.88

Chaturangi 15.18 1.2 0.07888 129.62 233.1 64.89

Swachand 6.81 1.15 0.16729 126.7413 107.87 16.11

Malandi 4.26 0.85 0.19694 104.9013 75.97 4.58

Meru 8.53 1.45 0.16837 140.7513 119.03 5.57

Kirti 9.01 2 0.21843 150 98.1 31.6

Ghanohim 4.03 0.6 0.14779 80.72 77.68 11.83

Name ΔH(km) Slope (rad) τ

The Ice depth is the most in the main trunk and Chaturangi glacier at 222.10m and 233.10m 

respectively. These are also some of the largest spanning glaciers in the group. This supports the 

hypothesis that states the depth as directly proportional to its area. All other glacier branches are 

medium in depth (75.97m to 119.03m) with the average depth and volume calculated to be 172.88m 
3and 46.7376km for the whole glacier.

Table 5 Slope Dependent Model Parameters and Results

Length ΔH Ice depth Area Covered

(km) (km) (m) (km2)

Gangotri 30 3.2 0.10626 150 200.42 68.4

Raktvarn 10.27 2 0.19233 150 111.21 47.88

Swachand 15.18 1.2 0.07888 129.62 233.1 64.89

Swachand 6.81 1.15 0.16729 126.7413 107.87 16.11

Malandi 4.26 0.85 0.19694 104.9013 75.97 4.58

Meru 8.53 1.45 0.16837 140.7513 119.03 5.57

Kir� 9.01 2 0.21843 150 98.1 31.6

Ghanohim 4.03 0.6 0.14779 80.72 77.68 11.83

Gangotri2 4.7 1 0.20963 116.8 79.54 19.47

Name α(rad) τ

GlabTop model (Paul and Linsbauer, 2012) uses the same technique as defined for slope dependent 

approach but depth calculation are done for height intervals. This means that the branch lines digitized 

are more intensive and conform to the hydrological structure of the glacier bed. Hence τ, basal sheer 

stress, is calculated for height interval of 500m each. This allows for more flexibility in calculating ice 

depth or bed topography of complex glacier system like Gangotri. 

Table 6 provide velocity measurement from the COSI-Corr parameterization used in the Table 3 for all 

the image pairs used in the study. This includes both medium and high resolution images.
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Table 6 Velocity measurement from COSI-Corr for related image pairs

Time Velocity

Initial Final E-W N-S Interval (m/day)

Landsat 7 9Sep98-22Oct99 64 32 15 9.974 6.22 0.9 408 0.0288

Landsat 7 8Oct00-20Oct01 64 32 15 8.89 6.812 0.9 377 0.0297

Landsat 7 22Oct99-8Oct00 64 32 15 4.893 3.59 0.9 352 0.0172

Landsat 7 20Oct01-8Jun02 64 32 15 6.172 7.04 0.9 231 0.0405

Landsat 7 22Oct99-20Oct01 128 64 15 14.183 10.188 0.9 729 0.0239

Landsat 7 8Oct00-28Aug02 128 64 15 8.511 10.638 0.9 689 0.0197

Landsat 7 9Sep98-8Oct00 128 64 15 10.389 8.46 0.9 760 0.0176

Landsat 8 26Aug13-21Sep14 64 32 15 5.396 6.509 0.9 391 0.0216

IRS 22Oct00-08Jul02 256 64 5 6.889 7.323 0.9 624 0.0161

IRS 22Oct00-05Oct03 256 64 5 7.554 8.215 0.9 1078 0.0103

IRS 8Jul02-20Oct05 256 64 5 5.968 5.609 0.9 1200 0.0068

IRS 8Jul02-5Oct03 128 32 5 7.902 7.281 0.9 454 0.0236

IRS 5Oct03-20Oct05 256 64 5 5.553 5.491 0.9 746 0.0104

Satellite Date Pair
Window Size

Resolution (m)
Movement

SNR

The average velocity for the period of observation from 9 September 1998 to 21 September 2014 was 
-1

calculated to be 0.02 m day for whole glacier. This observation when limited to upper areas of the 
-1observation yielded an average movement of 0.041 m day .This observation when limited to upper 

areas of the observation yielded an average movement of 0.041 m day-1. Velocity from earlier reported 

papers varies from 0.038–0.233 m day–1 in the accumulation region to 0.055–0.0821 m day–1 near the 

snout (Gantayat et al., 2014). Kumar et. al., (2008) reported Gangotri glacier retreat using rapid static 

and kinematic GPS survey to be in range of 0.033-0.0376 mday-1 (during 2004-2005). Saraswat et al. 

(2013) showed that Gangotri glacier snout has receded at a rate of 21.3 ± 3 myear−1 (0.058 mday-1) 

over a period of 6 years (2004–2010). Further, the average glacier surface velocity in the northern 

(lower) portions (28.1 ± 2.3 m year−1 or 0.077 mday-1) is observed to be significantly lower than in the 

southern (higher) portions (48.1 ± 2.3 m year−1 or 0.13 mday-1) of the Gangotri glacier.
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Figure 6 Profile cross-Section for different ratio of basal velocity(in terms of percentage of surface velocity) 
Note: (A-F) x-axis represent the profile length (100m interval) from x-x'; y-axis represents ice thickness 

calculated from the model.

The major conclusion of the profile analysis have shown that the variation in Lamiar flow model is very 

huge where variation from 20m to 400m is easily visible. Also the depth at snout was found to be ~60 m 

and the maximum depth was found at accuumulation zone at ~650 m.

Uncertainty analysis procedure wassimilar to as reported in (Gantayat et al., 2014). In present study, 

velocity uncertaintyon snow free ground for IRS 1C/1D is in range of 0 to 0.351 m and a maximum of 
-1 1.5 m. Values for uncertainty of surface velocity was fixed at 3.5 m annumbased on observed values by 

(Swaroop et. al., 2003). Scaling factor uncertainty was set at 0.1 (Gantayat et al., 2014). Creep factor 
-25uncertainty was set at 8.24*10  (Farinotti et al., 2009a). Uncertainty over ice density accuracy is taken 

-3
at 90 kgm  i.e. 10% of the defined density used in the study. Uncertainty in the slope estimation using 

SRTM DEM is calculated to be at 0.001. All the reported uncertainty are then added for uncertainty in 
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the volume estimation of the Glacier which is reported to be 11.4% for the current study. A marked 

decrease of uncertainty by 7% from earlier reported study (Gantayatet. al., 2014). This is possible due 

to use of high resolution imagery (5 to 15m as compared to 30 m) (Farinottiet. al., 2009) used for 

velocity estimation and better vertical relative accuracy achieved from STRM DEM (± 10 m) as 

compared to ASTER GDEM(± 20 m).

4 Validation and discussions

Ice thickness was validated by TLS measurement at snout for 9 Points. These were kept at a distance of 

30 m to 100 m apart from each other. The scan of the area was taken and overlaid over the model output. 

This is then used to measure the thickness of the ice from a stone visible in the scan and detached from 

the main glacier, lying in the river bed. This stone was used as reference for the thickness measurement 

which varied from 58 m to 67 m at snout validating the model estimation of ice thickness at ~60 

m.Gantayatet. al., (2014) reported the maximum ice thickness as 540 m to 50–60 m as minimum at 

snout. This is slightly different from present study, where minimum ice thickness at snout is estimated 

as 60 – 67 m and 650 m as maximum ice thickness. This difference can be attributed to different data 

source with high resolution data such as IRS 1C/1D Pan Data and 90 m SRTM DEM based slope. 

Figure 7Correlation between TLS ground Measurements and Laminar Flow Model at snout and the Actual 
Scan of the snout during field visit (15-17 September 2014)

Frey et al., 2014 has reported an average ice depth as 145 m for GlabTop2 Model and 91 m for 

Slopedependent thickness estimate. The study concludes the average thickness of the Gangotri Glacier 

to be 92.25 m which is close to the reported value by (Frey et al., 2014).  Future work can include use of 

Ground Penetrating Radar (GPR) for depth measurement and validation of the ice thickness for whole 

glacier. Field survey using DGPS can be done to validate surface velocity of the glacier. 

Parameterization of the laminar flow model for density, scaling factor, creep factor, and basal velocity 

can be further studied for better results.  
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A B S T R A C T

1.  Introduction 

An inclined plate is a thin plate installed at an inclination to the upstream face of a short vertical wall 

abutment model and sufficiently embedded into the sediment bed. It principally possesses the flow 

altering capabilities by generating vortices opposite to the horse shoe vortex. Figure 1 presents 

schematic of the geometrical arrangement of an inclined plate on the upstream front of a short vertical 

wall abutment. Height of inclined plate above the sediment bed (z) and its Angle of inclination (α) are 

the geometrical parameters affecting its performance.

Bridge failures due to hydraulic conditions and their protection against scour had been a 
subject area in various domains. The present paper is the outcome of an experimental study, 
which in turn is a part of bigger and more comprehensive investigation on scour around 
abutments. Presented work emphasizes the prevention of local scour around short vertical wall 
abutment models using thin plates attached inclined to their upstream face. Flow visualization 
study has also been carried out to ascertain the favorable flow modification by the proposed 
scour prevention device. Three dye-based techniques named dye injection, dye diffusion and 
sticky dye diffusion techniques have been employed for this purpose. The device was found to 
offer a solid inclined barrier to the oncoming flow, and promising to be effective scour prevention 
as well as scour protection device. Authors have also attempted and presented three dimensional 
visualization of the flow by using stereoscopy.  
Scour studies involved 5-hours experimental runs conducted under incipient flow condition with 
fine sediment (d = 0.28mm) in a 15m long, 0.6m wide and 0.75m deep re-circulating flume. The 50

height and angle of inclination of the inclined plate were varied to arrive at the optimum 
configuration, which has been found to offer protection against scour of about 70%.

Keywords: Scour, Abutment, Visualization, scour protection
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2. Concept and Mechanism of Flow Modification

An inclined plate offers protection against abutment scour by offering a solid barrier or shield against 

the oncoming flow. This shield being inclined offers a ramp to deflect the bottom layers and generates 

secondary vortices opposite to the scour-causing principal vortex. In addition to the above, it also 

causes shifting of the point of scour initiation away from the upstream corner of the abutment.

A Perspex model of short vertical wall abutment (L = W = 33mm) installed with an inclined plate 

(Figure 2a) was tested for flow visualization studies using dye injection, dye diffusion and sticky dye 

diffusion techniques. Potassium Permanganate was used as dye. Steady uniform flow conditions were 

maintained at a Reynolds Number of 860.

The dye injected above the inclined plate was observed to be rising up the inclined ramp and deflecting 

towards the channel and turning into secondary vortices in the zone of constriction (Figure 2b). The 

direction of these vortices in this zone is opposite to the direction of scour-causing principal vortex. 

Figures 2(c and d) present, in plan and oblique view respectively, the photographic visualization of flow 

confined within the triangular wedge shaped space under the inclined plate. The water in this portion 

appears to rotate slowly with centre at the circular spot of dye near the abutment. A thin streak of dye 

was observed to be emanating upward from this centre and gently moving out to the mainstream. 

The flow pattern in the bottom layers in the channel was visualized around the assembly using dye 

diffusion technique. The flow streaks in the constriction zone, near the abutment-device assembly 

(Figure 2e) are indicative of the direction of flow lines towards the abutment. Further, deposition of dye 

within the triangular wedge shaped space below the inclined plate indicates the deadness of water in 

that region. It is a manifestation of the scour protection capability of the device. Figure 2(f) shows the 

dye streaks emanating from the inclined plate using sticky dye diffusion technique. The dye streaks are 
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clearly turning and generating secondary vortices in the zone of constriction.

The flow modification as shown in Figures 2(c and d) has also been illustrated in Figure 3 as a pair of 

stereo images Left and Right. These images can be visualized in 3D form by parallel eyed viewing or 

through a stereoscope.

3. Effect of Height of Inclined Plate above the Sediment Bed

An inclined plate of width equal to protruding length (L) of abutment was installed at six different 

vertical locations 0.0L, 0.5L, 1.0L, 1.5L, 2.0L and 2.5L above the bed. Details of test conditions and the 

maximum scour depths obtained have been shown in Table 1.

Figure 4 presents the effect of height of inclined plate on non-dimensionalized maximum scour depth 

(Y / L) of abutment and Figure 5 presents the performance potential of all the configurations tested in sm 

this set of experiments.

The inclined plates tested in this series were found capable of providing scour reduction ranging from 

43.03% for z = 0.0L (i.e. at bed level) to 70.80% for z = 1.0L above the bed. A closer look at the results 

also indicates that there is not much difference in the performance potentials for the different elevations 

of the inclined plate above the average bed. All values are marginally differing and fall within a band of 

10% variation. For the case when the top of the plate coincides with the average bed level the scour 

depth is high (0.8L) and the corresponding performance potential is only 43%. However, viewed from 

the aspect of ease of construction and cost effectiveness, the inclined plate may be safely placed with its 

top edge at bed level or at an elevation equal to half the length of abutment above the average bed level.

(a) (b)
Abutment with inclined plate placed in flume  Dye being released above the inclined plate

       Secondary circulations are visible
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Figure 2: Photographic Views of Flow Modification due to an Inclined Plate
(Dye: KMnO, Re= 840)4

Figure 3: Pair of Stereo Images showing the Flow Modificationdue to an Inclined Plate
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Table 1: Effect of Height of Inclined Plate on Scour Protection

Figure 4: Effect of Height of Inclined Plate on Scour Depth
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4. Effect of Angle of Inclination of Inclined Plate

The inclined plate as used in previous series was installed at five different inclinations i.e. 15˚, 30˚, 45˚, 

60˚ and 75˚ with horizontal for two different heights i.e. z = 1.0L and z = 2.0L. The maximum scour 

depths have been presented in Table 2. Figure 6 (a and b) presents the effect of inclination of inclined 

plate on non-dimensionalized maximum scour depth (Y / L) of abutment and Figure 7 (a and b) sm 

presents the performance potential of all the configurations tested in this series of experiments.

For z = 1.0L, the inclined plates were found capable of providing scour reduction ranging from a 

minimum of 66.73% for α = 15˚ to a maximum of 70.80% for α = 45˚, with a marginally low 

performance of 70.70% for α = 30˚.

For z = 2.0L, the inclined plates offered scour reduction ranging from a minimum of 63.99% for α = 30˚ 

to a maximum of 76.40% for α = 75˚, with a marginally close value of performance of 74.97% for α = 

60˚.

Since the plates take the effect of oncoming flow as solid shields, scouring is also observed at their 

interaction junction with sediment. Larger angles of inclination bring the bottom of inclined plate near 

to the abutment and hence the scour hole at the plate may endanger the abutment. Keeping in view the 

scour around inclined plate itself, it is recommended that an inclined plate be installed at an angle of 

inclination of 30˚ to 45˚ with height z = 1.0L. This arrangement offers nearly 70% of scour reduction as 

compared to an unprotected abutment. Also, this arrangement keeps the scour hole of the plate away 

from the abutment.

5. Conclusions:

Inclined plate is a very effective scour reduction device. Variation of two parameters that were tried 

Figure 5: Effect of Height of Inclined Plate on Performance Potential
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during the present study do not seem to have much effect on the scour potential. Therefore, presence of 

an inclined plate within a broad range of angles and elevations is significant in reducing scour around an 

abutment. Scour Protection of the order of 70% can be achieved.

Table 2: Effect of Angle of Inclination of Inclined Plate on Scour Protection

Figure 7: Effect of Angle of Inclination of Inclined Plate on Performance Potential
(a) at z/L = 1, (b) at z/L = 2
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A B S T R A C T

1.  Introduction 

The phenomenon of scour downstream of hydraulic structures has engrossed the attention of many 

researchers due to its importance in determining the safety of hydraulic structures. Persistent scouring 

may lead to exposure of the foundations of these structures, thereby causing a threat to their stability. 

Local scour downstream of a rigid apron under 2D horizontal jets issuing from a sluice opening occurs 

when the erosive capacity of the jet exceeds the threshold bed shear stress for the instigation of sediment 

motion.

Jet issuing from under a sluice opening develops into a two-dimensional (2D) horizontal jet as it moves 

over the rigid apron. As soon as it encounters the erodible bed, the process of scouring is initiated. The 

An analysis of laboratory data in respect of local scour downstream of a rigid apron developed 
under two-dimensional (2D) horizontal jets has been presented. The existing equations are also 
listed in the paper. Each equation has been applied to the existing data to evaluate its 
performance and bring forth its limitations and range of applicability. Most of the existing 
predictive equations are shown to perform poorly when judged against the known laboratory 
data. Comparison of measured scour depths with scour depths predicted by the existing 
equations has been plotted. The equation proposed by Dey and Sarkar (2006) performs better 
than others with most of the over-predicted data falling within a maximum deviation of 70% from 
the line of perfect agreement, with very few under-predictions. Deviation in over-predictions is 
found to be as high as 99% in the case of Altinbilek and Basmaci (1973) equation, whereas the 
equation proposed by Chatterjee et al. (1994) gives maximum deviation in under-predictions up 
to 95% from the line of perfect agreement.

Keywords: Scour; 2D horizontal jet; Scour depth prediction; Apron; Data analysis
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erosive capacity of the jet is reduced as it moves further downstream of the erodible bed. Hence, a dune 

formation occurs at the end of the scour profile. Figure 1 shows a definition sketch of the scour hole 

developed under a 2D horizontal jet. In this figure, d = maximum equilibrium scour depth, x = distance s s

from the end of apron to maximum scour depth, a = sluice opening, V = issuing jet velocity, d = t

tailwater depth, L = length of the rigid apron. Maximum scour depth depends on various parameters, 

viz. sluice opening, sediment size, jet Froude number, tailwater depth and length of rigid apron. 

Maximum scour depth increases with decrease in sluice opening and length of rigid apron, while it 

decreases with decrease in jet Froude number (Dey and Sarkar 2006). Maximum scour depth increases 

with decrease in sediment size (Ali and Neyshaboury 1991). Scour depth decreases with increase in 

tailwater depth up to a critical tailwater level, above which there is again an increase in the scour depth 

(Dey and Sarkar 2006).

Equations have been proposed by various investigators to predict the maximum scour depth like 

Valentin (1967), Altinbilek and Basmaci (1973), Chatterjee et al. (1994), Aderibigbe and Rajaratnam 

(1998), Lim and Yu (2002), Sarkar and Dey (2005), and Dey and Sarkar (2006). In this paper, an 

analysis of laboratory data for local scour depth developed under 2D horizontal jets has been presented. 

Experimental data has been taken from Dey and Sarkar (2006), Verma and Goel (2005), Lim and Yu 

(2002), Aderibigbe and Rajaratnam (1998), Lee (1995), Chatterjee et al. (1994), Rajaratnam and 

Macdougall (1983), Rajaratnam (1981), and Iwagaki et al. (1965).

1.1 Available Data

A large number of experimental data has been published in literature in respect of 2D horizontal jets. 

Range of different parameters used in the present data set of 420 known laboratory data is summarized 

in Table 1. In this table, F = issuing jet Froude number, D = median diameter of sediment particles.50

Figure 1 Definition sketch of scour hole under 2D horizontal jet
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Table 1 Range of parameters for data set used in the present analysis

d s /a F d t /a D 50/a L /a

Dey and Sarkar (2006) 205 2.27-8.16 2.37-4.87 6.57-13.85 0.02-0.44 26.67-55

Verma and Goel (2005) 29 0.5-4.2 1.24-4.62 3.67-29.7 0.1-0.3 9.33-60

Lim and Yu (2002) 63 0.6-20.33 1.09-7.99 10-25.4 0.08-1.64 0

Aderibigbe and 

Rajaratnam (1998)
30 1.32-24.4 1.21-21.54 Dec-60 0.05-1.35 0

Lee (1995) 20 1.42-5.52 0.83-2.59 5.5-9 0.07 0

Chatterjee et al. (1994) 28 0.9-4.1 1.02-5.46 5.82-15.5 0.02-0.22 13.2-33

Rajaratnam and 

Macdougall (1983)
12 2.1-15.83 1.56-9.3 ≈ 1 0.06-0.19 0

Rajaratnam (1981) 14 3.34-31.29 0.65-3.79 15.27-106.86 0.1-0.67 0

Iwagaki et al. (1965) 19 2.65-27 1.58-9.26 25-62 0.19-0.37 -

Total 420 0.5-31.29 0.65-21.54 ≈ 1-106.86 0.02-1.64 0-60

Investigator
Number of 

data

Range of parameters

1.2 Factors Affecting Maximum Scour Depth

Maximum equilibrium scour depth is found to be dependent on the following parameters, as has been 

reported in literature:

Ÿ Jet Froude number: maximum scour depth is found to increase with increase in the issuing jet Froude 

number.

Ÿ Tailwater depth: increasing tailwater depth causes a reduction in the maximum scour depth up to a 

critical tailwater depth, after which there is an increase in the maximum scour depth.

Ÿ Sediment size: maximum scour depth decreases with an increase in sediment size, which can be 

represented by D .50

Ÿ Length of rigid apron: maximum scour depth decreases with an increase in the length of rigid apron.

2. Scour Depth Prediction Equations

Table 2 presents the equations proposed by different investigators for prediction of maximum equilibrium scour 

depth. These equations have been analyzed in the present study for their performance with the available 

laboratory data, as listed in Table 1.

Figures 2-4 show the comparison of measured scour depths with scour depths predicted by the existing 

equations, by applying these equations to the data set used in this paper. Those equations considering the effect of 

the length of apron L, have been analyzed with only those sets of data for which the values of L were known. 

Hence, the data set has been primarily divided into two sets, one with known values of L and the other for which 

values of L are not known. The solid line in each figure is the line of perfect agreement between the observed and 

the predicted values of non-dimensional maximum scour depth d/a. The dotted line shows the percent deviation s
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from the line of perfect agreement. It is observed that the predicted scour depths from equations 

proposed by Valentin (1967), Altinbilek and Basmaci (1973), and Aderibigbe and Rajaratnam (1998) 

deviate positively from the line of perfect agreement by more than 90%, while there is a negative 

deviation of 95% in case of the equation given by Chatterjee et al. (1994). Scour depth predicted from 

equations proposed by Lim and Yu (2002), Sarkar and Dey (2005), and Dey and Sarkar (2006) are 

found to give lesser deviations from the line of perfect agreement than others, the least being 70% by 

Dey and Sarkar (2006) equation. It is to be noted that only the data which lie within the range of 

applicability of a particular equation has been used to test that equation.

Figure 5 shows the comparison of measured scour depths with scour depths predicted by the equations 

of Chatterjee et al. (1994), Aderibigbe and Rajaratnam (1998), Lim and Yu (2002), and Dey and Sarkar 

(2006) with their own laboratory data. It is obvious that the deviation in these cases is much less than 

that in the case of application on the complete data set available. However, the equations of Aderibigbe 

and Rajaratnam (1998) and Lim and Yu (2002) still give large over-predictions, with percent deviations 

from the line of perfect agreement being 70% and 80% respectively. The data of Chatterjee et al. (1994) 

and Dey and Sarkar (2006) lie within an error of ±10% and ±20% respectively, which means that these 

equations perform much better than others when tested against their own data set.

Table 2 Scour depth prediction equations used in the present analysis
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Figure 2 Comparison of measured scour depths with scour depths predicted by the equations of (a) Valentin 
(1967); (b) Altinbilek and Basmaci (1973)

Figure 3 Comparison of measured scour depths with scour depths predicted by the equations of (a) 
Chatterjee et al. (1994); (b) Aderibigbe and Rajaratnam (1998)
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Figure 4 Comparison of measured scour depths with scour depths predicted by the equations of (a) Lim and 
Yu (2002); (b) Sarkar and Dey (2005); (c) Dey and Sarkar (2006)

It is to be noted that the equation proposed by Chatterjee et al. (1994) considers the maximum scour 

depth to be dependent upon the issuing jet Froude number only, neglecting the effect of other 

parameters. On the other hand, equation proposed by Dey and Sarkar (2006) takes into account the 

effect of a number of parameters on the maximum scour depth, viz. densimetric Froude number F, d

length of the rigid apron L, tailwater depth d, and sediment size represented by D . This increases the t 50

accuracy of the predicted scour depth since a larger number of parameters are considered for the 

prediction of maximum scour depth. However, the applicability of this equation also becomes limited 

to a certain range, as in this case, the range of applicability being 6.57 ≤ (d/a) ≤ 13.85 and (L/a) > 26, as t

mentioned by Dey and Sarkar (2006). Less number of parameters involved in the equation of 

Chatterjee et al. (1994) makes it applicable to a wider range.

A close examination, however, shows that the Chatterjee et al. (1994) equation under-predicts the scour 

depth in most of the cases when tested with the available data, the maximum deviation from the line of 

perfect agreement being as high as 95%, which makes it unsafe to apply this equation in general. The 

Dey and Sarkar (2006) equation, on the other hand, generally over-predicts the scour depth when tested 

with the available data, the maximum deviation from the line of perfect agreement being 70% only. 

Thus, it can be well stated that the Dey and Sarkar (2006) equation has a wider range of applicability on 

the available data.

3. Error Analysis

Table 3 presents the percentage of under-predictions and the percentage of over-predictions by 

applying the existing equations to the data set used in this paper. Each equation was tested against the 

data which fall within the range of applicability of that equation. However, the equation proposed by 
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Chatterjee et al. (1994) was tested against the complete data set, since it takes into consideration only 

the effect of jet Froude number for the calculation of maximum scour depth and no other constraints 

have been specified for the applicability of this equation. Hence, a large number of under-predictions is 

observed in this case. The equations given by Valentin (1967) and Lim and Yu (2002) also feature a 

significant number of under-predictions. Aderibigbe and Rajaratnam (1998) equation has a significant 

number of over-predictions more than 200%, whereas Altinbilek and Basmaci (1973) predicts 

unrealistically high scour depth, giving over-predictions greater than 200% for the complete data set 

applied to it. Sarkar and Dey (2005) and Dey and Sarkar (2006) equations outperform others, in which 

case the number of over-predictions is significantly less. However, a large number of under-predictions 

is given by these equations also, but most of them are less than 25%. As regards the overall performance 

of existing prediction equations, it can be stated that the equation proposed by Dey and Sarkar (2006) 

shows a consistent trend for most of the data, and hence can be regarded as superior to other existing 

equations within its range of applicability.

Figure 5 Comparison of measured scour depths with scour depths predicted by the equations of (a) 
Chatterjee et al. (1994); (b) Aderibigbe and Rajaratnam (1998); (c) Lim and Yu (2002); (d) Dey and Sarkar 

(2006) with their own laboratory data
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Table 3 Comparison of measured scour depths with scour depths predicted using existing equations

greater than 

200%

greater than 

100%

greater than 

50%

Total under-

predictions

greater than 

25%

greater than 

50%

Dey and Sarkar (2006) 6.7 13.7 19.8 40.6 1 0

Sarkar and Dey (2005) 11.5 15.7 21.1 39.6 5.4 1

Lim and Yu (2002) 9 19.1 33.7 26.1 5 0

Aderibigbe and Rajaratnam (1998) 63.2 77.4 86.6 4.6 1.6 1.3

Chatterjee et al. (1994) 0.4 1.5 3 89 70.5 24

Altinbilek and Basmaci (1973) 100 100 100 0 0 0

Valentin (1967) 6.5 18.1 42.2 21.9 12.2 1.4

Investigator

Percentage of over-predictions Percentage of under-predictions

4. Conclusions

The following conclusions are drawn from this study:

Ÿ Local scour depth caused by 2D horizontal jets is dependent on jet Froude number, tailwater depth, 

length of the rigid apron, sluice opening and sediment size.

Ÿ Most of the existing predictive equations perform poorly when compared with the available data.

Ÿ Equation proposed by Dey and Sarkar (2006) performs better than others when judged against the 

available laboratory data, with percentage of over-predictions (greater than 200%) being 6.7% only.

Ÿ Equation proposed by Chatterjee et al. (1994) generally under-predicts the maximum scour, with 

total under-predictions being 89%.

Ÿ Altinbilek and Basmaci (1973) equation predicts unrealistically high scour depth, giving over-

predictions greater than 200% for the complete data set.

Ÿ The equations given by Valentin (1967) and Lim and Yu (2002) also feature a significant number of 

under-predictions.
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