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1. Introduction
At the core of computer vision lies the principle of object detection, a process that involves the 
identification and categorization of objects by employing rectangular bounding frames. This method 
serves the dual purpose of localizing and classifying the identified objects, making it an integral part of 
the broader field of computer vision. Object detection is closely intertwined with related tasks, including 
object classification, semantic segmentation, and instance segmentation, collectively contributing to the 
un derstanding of visual data [1], [2]. The significance of object detection extends across a diverse 
spectrum of practical applications, encompassing domains such as autonomous driving, robotics, and 
video surveillance. It plays a pivotal role in enabling machines to perceive and interact with their 
surroundings effectively [3].
Recently, there was an increasing scholarly focus on the utilization of object detection techniques to the 
detection of aircraft within the domain of computer vision. This application serves critical functions in 
contexts like airport control, search operations for crashed aircraft, monitoring the dynamics of 
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ABSTRACT

Aircraft detection is an essential and noteworthy area of object detection that has received significant 

interest from scholars,especially with the progress of deep learning techniques. Aircraft detection is now 

extensively employed in various civil and militarydomains. Automated aircraft detection systems play a 

crucial role in preventing crashes, controlling airspace, and improving aviationtraffic and safety on a 

civil scale. In the context of military operations, detection systems play a crucial role in quickly locating 

aircraftfor surveillance purposes, enabling decisive military strategies in real time. This article proposes 

a system that accurately detectsairplanes independent of their type, model, size, and color variations. 

However, the diversity of aircraft images, including variationsin size, illumination, resolution, and other 

visual factors, poses challenges to detection performance. As a result, an aircraft detectionsystem must 

be designed to distinguish airplanes clearly without affecting the aircraft’s position, rotation, or visibility. 

The methodologyinvolves three significant steps: feature extraction, detection, and evaluation. Firstly, 

deep features will be extracted using a pre-trainedVGG19 model and transfer learning principle. 

Subsequently, the extracted feature vectors are employed in One Class Support VectorMachine (OCSVM) 

for detection purposes. Finally, the results are assessed using evaluation criteria to ensure the 

effectiveness andaccuracy of the proposed system. The experimental evaluations were conducted across 

three distinct datasets: Caltech-101, Militarydataset, and MTARSI dataset. Furthermore, the study 

compares its experimental results with those of comparable publications releasedin the past three years. 

The findings illustrate the efficacy of the proposed approach, achieving F1-scores of 96% on the Caltech-

101dataset and 99% on both Military and MTARSI datasets.

Keywords: Aircraft Detection, Deep Learning, Object Detection, VGG19, OCSVM.



International Journal of Computing and Digital Systems (IJCDS) (Volume - 13, Issue - 03, Sep-Dec 2024)                                               Page No - 2

potentially hostile aircraft, and finds rele vance in both civil and military sectors [3], [4].
Deep learning, as an advanced methodology within computer vision, has emerged as a powerful tool for 
extracting precise image characteristics and analyzing data. This specific category of machine learning 
techniques, referred to as deep learning, introduces complexity into models, ultimately enhancing their 
capabilities. Deep learning has demonstrated the potential to significantly improve accu racy across 
various domains, encompassing classification, segmentation, as well as object detection [5].
In recent times, deep learning played a pivotal role in autonomously extracting feature representations 
from data, leading to significant advancements in object detection [6]. 
A notable contribution by Liu et al. involved the development of an aircraft detection method utilizing 
corner clustering and Convolutional Neural Networks (CNN). The methodology comprised two 
primary phases: region detec tion and classification. It initiated with the identification of potential 
regions through the application of mean-shift clus tering on corners observed in binary images. 
Subsequently, CNNs were employed for feature extraction and classification of regions likely to contain 
aircraft. The aircraft’s precise location was ultimately ascertained through subsequent refinement and 
evaluation. The study utilized optical remote sensing images from the Remote Sensing Object Detection 
(RSOD) dataset that yielded a classification accuracy of 98.29% [7].
In another comparative evaluation, Alganci et al. assessed the efficacy of three object detection models: 
Faster Region-based Convolutional Neural Networks (R-CNN), YOLO-v3, and Single Shot MultiBox 
Detector (SSD) specifically for aircraft detection within very high-resolution (VHR) satellite imagery. 
The evaluation aimed to handle the challenge of limited labeled data by leveraging the Dataset for Object 
deTection in Aerial Images (DOTA), which comprised satellite image patches from various sources. 
Among the models, YOLO achieved a precision rate of 99.6%, while SSD exhibited a precision rate of 
87.9%, and Faster R-CNN attained 81.2% [8]. 
Shi et al. introduced a two-stage airplane detection approach called DPANet (Deconvolution operation 
with Position Attention mechanism). This method incorporated deep neural networks with 
deconvolution operations and a Position Attention mechanism to enhance aircraft recognition in aerial 
imagery. Evaluations were performed on the DOTA and DIstill Observations to Representations (DIOR) 
datasets, resulting in a notable average precision (AP) increase to 85.95% [4].

Furthermore, Wang et al. proposed the Efficient Weighted Feature Fusion and Attention Network 
(EWFAN) for aircraft detection. This unique deep neural network integrated a module for weighted 
feature fusion and spatial attention mechanisms. The experiment utilized large-scale Gaofen-3 SAR 
images with a resolution of 1 m to assess the efficiency of the proposed architecture, ultimately 
achieving a detection rate of 95.4% and a false alarm rate of 3.3% [9].
Hu et al. introduced a cascade framework inspired by the YOLOv5 architecture for aircraft detection in 
remote sensing images. Their dataset, sourced from various satellite platforms, included 17,506 
instances of aircraft belonging to 13 different types. The proposed approach achieved a mean average 
precision of 83.7%. However, the accurate detection of small objects against low-resolution and 
complex backgrounds remains a challenge. Additionally, the accuracy of direction prediction and recall 
rate is deemed inadequate, indicating the need for further improvements [10]. 
Xiao et al. introduced an adjustable deformable network (ADN) incorporating peak feature fusion (PFF) 
to recognize airplanes in SAR pictures. The primary objective of the PFF approach is to maximize the 
utilization of the solid scattering properties of aircraft. This involves extracting the most prominent 
features and combining them. The Harris detector and eight-domain pixel detection of local maxima 
extract peak features. Subsequently, multichannel blending is utilized to improve the visibility of 
airplanes in different imaging situations. The ADN comprises an adaptive spatial feature fusion (ASFF) 
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module and a deformable convolution module (DCM). The ASFF module addresses scale incon
sistencies, enhancing the feature pyramid’s ability to characterize features across scales and improving 
multi-scale aircraft identification performance. The DCM dynamically calculates and determines the 2-
D differences in feature maps, enhancing the representation of aircraft with different shapes in geometric 
modeling. The experimental findings on the GaoFen-3 (GF3) dataset indicate that PFF-ADN is highly 
effective, as evidenced by its F1-score of 91.11% and average precision of 89.34% [11].
A novel framework was presented by Chen et al. for detecting aircraft within Remote Sensing Images 
(RSIs). They employed a region suggestion technique relying on circular intensity filtering to find 
probable targets at different scales. In addition, they utilized the Vector of Locally Aggregated 
Descriptors (VLAD) method to characterize the rotation-invariant Fourier Histogram of Oriented 
Gradients (HOG) feature. This approach provides a more condensed representation and improved 
descriptive capability while disregarding the rotation behavior of the target. The optical Remote Sensing 
Indices (RSIs) utilized in this research were obtained via the RSOD dataset, that consists of 446 remote 
sensing images, including a total of 4993 aircraft objects. The images used in this study were obtained 
from Google Earth and Tianditu. They had different levels of detail, with spatial resolutions ranging 
from 0.5 to 2 meters. The image from Google Earth was 1072 x 975 pixels, while the one from Tianditu 
had a size of 1116 x 659 pixels. The results demonstrated that the proposed technique could achieve 
faster and more accurate detection of aircraft targets in RSIs, thereby enhancing overall performance, 
with an average precision of 93.4%. Analysis of the failure results revealed that in intricate background 
scenarios, including the concourse of an airport building, might potentially result in misdirected targets. 
Conversely, the similarity in color between the airplane fuselage and the ground, caused by irregular 
lighting and aircraft paint, could result in potential missed detections [12]. 
Liu et al. introduced the YOLO-extract algorithm that improves the model architecture of the YOLOv5 
method. The strategy eliminates the feature layer and prediction head. which have limited feature 
extraction capabilities, replacing them with a new feature extractor with higher abilities within the 
network. Furthermore, YOLO-extract leverages the concept of residual networks to integrate 
Coordinate Attention into the network seamlessly. The algorithm further enhances the capacity of the 
shallow layer to extract feature and position information by pairing mixed dilated convolution with the 
redesigned residual structure, optimizing the model’s feature extraction ability for targets of various 
scales. The experiment results on the DOTA dataset indicate that YOLO-extract exhibits quicker conver 
gence and reduces computational workload by 45.3GFLOPs and parameter count by 10.526M, 
compared to the YOLOv5 algorithm. Additionally, YOLO-extract enhances the mean average precision 
(mAP) by 8.1% and triples the detection speed. However, the extraction of various aircraft target fea
tures from remote sensing satellite images faces challenges due to weather conditions, including 
skylight circumstances, clouds, and fog. Additionally, the scarcity of datasets related to aircraft types 
poses challenges for aircraft type detection [13].
Zhang et al. introduced an innovative methodology for identifying aircraft in Synthetic Aperture Radar 
(SAR) images with a low signal-to-clutter-noise ratio (SCNR). This approach utilized coherent 
scattering enhancement and a fusion attention mechanism. They also improved the Faster R-CNN by 
implementing a novel pyramid network that incorporates mechanisms for local and contextual attention. 
The contextual attention mechanism enables the network to extract pertinent contextual information 
from the image, whereas the local attention mechanism adaptively emphasizes significant features by 
enhancing their unique attributes. By effectively integrating local and contextual attention, the network 
can detect aircraft. Considerable experimentation was undertaken utilizing the TerraSAR-X SAR 
datasets to establish benchmarks. The experimental findings indicate that under conditions of low 
SCNR, the suggested aircraft detection method attains an average precision of 91.7% [14].
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This study presents a method specifically developed to accurately detect airplanes, regardless of model, 
type, or color modifications. Detection of airplanes in automated activities is a significant difficulty due 
to their substantial variations in scale, direction, and visual resemblance to other objects. To address 
these challenges, an airplane detection system must be engineered to achieve robust discrimination, 
independent of factors such as rotation, pose, or resolution of the airplanes.
The paper is structured into four primary sections. Section 2 provides an in-depth discussion of the key al
gorithms and techniques utilized in this study. Section 3 presents the proposed system. The ensuing 
section, Section 4, delves into a comprehensive presentation of the experimental results. This is followed 
by a comparative analysis and discussion with recent related works in Section 5. Finally, Section 6 offers 
a concise summary of the paper’s conclusion.

2. Methods
This section primarily concentrates on the presentation of the VGG19 model, an exploration of the one-
class Support Vector Machines (OCSVM) algorithm and transfer learning concept.

A. VGG19 model
The VGG19 model, introduced by Simonyan and Zisserman in 2014, is a convolutional neural network 
consisting of 19 layers. VGG19 comprises five architectural blocks. The convolutional and pooling 
layers are present in the first and following blocks. Two convolutional layers and one pooling layer are 
present in the third and fourth blocks, respectively. Four convolutional layers are in the final block. 3 × 3 
modest filters are employed [15]. It includes 16 convolution layers and three fully connected layer. 
VGG19 is trained using the ImageNet dataset, which consists of more than one million images 
categorized into 1000 distinct categories [16].
The VGG19 architecture follows a sequential pattern of convolutional layers, interspersed with max-
pooling layers, to reduce spatial dimensions and increase the depth of learned features. The 
convolutional layers employ rectified linear unit (ReLU) activations, promoting faster convergence and 
better training efficiency. The final layers consist of fully connected layers with softmax activation, 
enabling classification into multiple classes [17] , as shown in Figure 1.

Figure 1. The Architecture of VGG19
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VGG19 has been a pivotal model in the field of deep learning, showcasing the significance of depth in 
neural network architectures. It has become a popular choice for numerous computer vision 
applications, including object detection and localization, due to its ability to acquire complex features 
[18], [19], [20]. In this study, the VGG19 model is employed to extract features from provided images of 
airplanes.

B. One-Class Support Vector Machine (OCSVM)
The OCSVM is a machine learning algorithm primarily used for anomaly detection or novelty detection 
tasks [21]. Unlike traditional Support Vector Machines (SVM), which are designed for binary 
classification, One-Class SVM is focused on learning and identifying a single class or a specific region 
in the feature space that represents ”normal” or typical instances [22].
In essence, One-Class SVM constructs a decision boundary or a hyperplane that encapsulates the 
majority of the training data, aiming to enclose the ”normal” data points while minimizing the outliers or 
anomalies. This objective is accomplished by identifying the hyperplane that optimizes the margin 
among the point of origin as well as the nearest points of data belonging to the target class, successfully 
segregating it from the remaining data points [22], [23].
During the testing or inference phase, the algorithm then identifies instances that fall outside the defined 
boundary as potential anomalies or deviations from the established norm [24].
Mathematically, the objective of One-Class SVM is to find a hyperplane represented by the equation 
[25]:

where:
The weight vector, denoted as w, is orthogonal to the hyperplane. Additionally, ϕ(x) represents a feature 
mapping for the input data. The variable ”b” represents the bias term [25].
The hyperplane effectively partitions the feature space by maximizing the margin, which refers to the 
distance from the hyper plane and the nearest data point, commonly referred to as the support vector [23]. 
To accommodate a certain level of error or deviation from the boundary, a slack variable ξ is introduced, 
allowing some data points to fall within the margin or on the wrong side of the hyperplane. The 
optimization problem for One-Class SVM can be formulated as [25]:

Subject to:

In these equations, the hyper parameter v regulates the maximum proportion of margin errors, whereas 
”ρ” represents the radius for the hyper sphere, which encompasses the transformed average data points 
[22]. 

C. Transfer Learning (TL)
Deep learning, also known as deep structured learning, represents an advanced category of machine 
learning meth ods that has significantly impacted the field of artificial intelligence. The term ”deep” 
refers to the network’s depth, indicating the presence of multiple layers, which enables it to learn 
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intricate patterns and features from data. Convolutional Neural Networks (CNNs) are a prominent deep 
learning technique widely utilized for feature extraction and data classification across various domains. 
A typical CNN architecture comprises several layers, including input, convolutional, pooling, fully 
connected, and output layers [5].
Transfer learning (TL) is a valuable technique employed to address data limitations by leveraging 
knowledge from a different domain. Instead of training a neural network from scratch, TL involves 
utilizing a pre-trained model’s weights and architecture, which have been optimized on a large dataset. 
This approach allows for the extraction of common features and structures present in images, thereby 
facilitating the recognition of distinctive features specific to a particular dataset [15].
In TL, the pre-trained model’s lower layers, which capture general features, are typically preserved, 
while the upper layers, responsible for more task-specific features, are fine-tuned to adapt to the new 
dataset. This transfer of knowledge from the source task to the target task enables the model to achieve 
good performance with minimal data. However, it is important to note that the pre-trained model’s last 
few layers, initially designed for the source task, may require re-training to better suit the target task’s 
characteristics. [26].
Transfer learning is a technique that entails employing pre-trained deep networks, which have been 
trained on large datasets, to tackle particular tasks with restricted data. Using the target dataset, it is 
customary to fine-tune the concluding layers of the pre-trained network. This enables the model to 
transfer information from the source task to the targeting task. Nevertheless, it is important to note that 
the ultimate layers, which were initially developed on the source task, might not acceptable with the 
target goal [27].Implementations of transfer learning that utilize pre-trained models tend to be more 
efficient and reliable compared to models trained from scratch [28]. 
In this study, two transfer learning approaches are employed: 

1) Feature Extraction Approach
The feature extraction technique involves utilizing VGG19 network for the purpose of feature 
extraction, retaining its original design and learned weights. This approach entails using the network up 
to a predefined layer as an arbitrary feature extractor, with the outputs of these layers serving as features 
for further processing [28]. The VGG19 model, known for its 16 convolutional layers and three output 
layers, leverages its convolutional layers for feature extraction, preserving the original features of input 
images in the form of feature maps [17].

2) Fine-Tuning Approach
In the fine-tuning strategy, the pre-trained VGG19 architecture is adapted by replacing the original fully 
connected layers with newly initialized ones. These new fully con nected layers are then trained to 
predict the input classes [29]. Additionally, the last three layers of the VGG19 model are replaced with 
OCSVM to enhance the model’s performance in specific tasks.

3. The Proposed System
The fundamental concept presented in this paper involves utilizing the VGG19, which is modeled as a 
feature extractor through the 16 convolutional layers. Subsequently,these extracted features are then 
employed for airplane detection using OCSVM.
The architecture for aircraft detection in the proposed system comprises five primary stages, depicted in 
2. These stages encompass datasets, preprocessing, feature extraction, detection, and evaluation. Pre-
processing plays a vital role in priming the aircraft images for subsequent processing. During the feature 
extraction phase, deep learning filtering is employed to extract and filter out irrelevant features. These 
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features are then fed into the detection phase to accurately detect airplanes. In the last stage, the system’s 
performance is assessed by evaluating the results obtained. Further elaboration on the system’s specifics 
is provided in the subsequent subsections.

A. Dataset Stage
Three dataset used in this experiment. These are Caltech-101 dataset, Military Aircraft dataset, and 
MTARSI dataset that collected from the Kaggle website.

1) Caltech -101 Dataset
The Caltech -101 [26] is a widely used computer vision dataset designed for object recognition tasks. It 
was created by the California Institute of Technology (Caltech) and contains a diverse set of images 
belonging to 101 different object categories [10]. It comprises around 9146 images distributed among 
101 object classes and an additional background clutter class. The number of images in each class 
ranging between 40 to 800 images, as in the aircraft category, which includes 800 images. The images 
have a uniform dimension of 300 x 200 pixels.

Figure 2. The Proposed System Flowchart

2) Military Aircraft Dataset
This is a remote sensing image Military Aircraft Recog nition dataset. It consists of a total of 3,842 
images, encom passing 20 distinct types of military aircraft. Each image within the dataset has been 
meticulously annotated with both horizontal boundary boxes and orientated bounding boxes, resulting 
in a comprehensive collection of 22,341 instances.

3) MTARSI Dataset
MTARSI, short for Multi-type Aircraft of Remote Sens ing images [27] represents the initial publicly 
accessible dataset encompassing detailed aircraft classification designed for remote sensing photos. A 
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group of seven esteemed professionals specializing in remote sensing im age interpretation diligently 
annotated each instance of the provided images. Hence, the dataset exhibits significant credibility [28]. 
MTARSI comprises 9,385 remote sensing images derived from satellite imagery provided by Google 
Earth. The collection of aircraft images includes 36 various airports and 20 distinct type of aircrafts [29].
 Additionally, one more dataset was generated based on the aforementioned Caltech-101 dataset. This 
generated dataset involves converting images into object boundaries using the Canny edge detection 
technique, a method known for its effectiveness in identifying edges with reduced noise and accurate 
edge localization in digital images. Figure 3 illustrates the main steps of the Canny algorithm. 

Figure 3. The Traditional Canny Method of Edge Detection

• Gaussian Smoothing (G) reduces noise in the image, which can be caused by factors such as sensor 
imperfections or compression artifacts. It also helps in suppressing small, insignificant edges that might 
be the result of noise. This is important because the Canny algorithm aims to detect strong, meaningful 
edges. Canny technique commonly employs a twodimensional Gaussian function as shown in equation 
(1) to smooth and remove noise from images [30]. 

The symbol ”σ” represents the parameter of the Gaussian filter, which governs the smoothing degree of 
image.

• Gradient Calculation involves computing the gradient magnitude and direction for each pixel in the 
image. The gradient provides information about how the intensity of the image changes at each point and 
helps identify regions of rapid intensity change, which often correspond to edges. Edges can be detected 
in locations where the magnitudes of the picture gradients exhibit significant values. The magnitudes are 
obtained by convolving the image with the gradient masks [31]. The partial derivatives about the x and y 
axes can be represented as Px(i,j) and Py(i,j), respectively, with the image I(x,y). The conversion from 
rectangular coordinates to polar coordinates involves transforming the given coordinates Px(i, j) and 
Py(i, j) into the gradient amplitude M(i,j) and the gradient direction θ(i,j) for a pixel. M(i,j) denotes the 
edge strength of any point ( i , j), while θ(i,j) denotes the normal vector of any point ( i, j) [32]. 

• Non-Maximal Suppression plays a crucial role in the Canny edge detection method by aiding in the 
refinement of detected edges through thinning and retaining only the most prominent ones. This step 
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ensures that the final edge map contains only thin,single-pixel-wide edges by suppressing non-maximal 
gradient values in the gradient magnitude image. To refine the edge features, it is necessary to suppress 
all values along the gradient line, with the exception of the local maxima [31]. The NMS method can   in 
ensuring that each edge is one pixel wide. The Canny technique utilizes 3 x 3 neighboring regions, 
encompassing eight directions each, for interpolating the gradient magnitude based on the direction of 
the gradient. A potential edge point is identified when the magnitude M(i,j) exceeds the cumulative 
interpolation results along the gradient’s direction. In contrast, the point is classified as non-edge if the 
magnitude is smaller. The method yields the candidate edge image as a result [30].

• Double Thresholding is a pivotal step in the Canny algorithm that aims to classify the edges into 
strong, weak, and non-edge pixels based on gradient magnitude values. This step involves applying two 
thresholds to the gradient magnitude image to distinguish between different levels of edge strength. Two 
thresholds are used: a high threshold (THH) and a low threshold (THL). A pixel is classified as a firm 
edge if its gradient exceeds a threshold value, denoted as THH. If the gradient value falls below the 
predetermined threshold level (THL), excluding or erasing the pixel corresponding to such a gradient 
value is imperative [30], [31]. Figure 4 shows an example of each dataset images.

B. Preprocessing Stage
Preprocessing plays a pivotal role in the preparation of images for subsequent processes [33]. It involves 
a series of transformations applied to an initial image, aimed at improving its quality and rendering 
statistical analysis more consistent and comparable [34]. In this study, various preprocessing techniques 
are employed to optimize the data, including resizing the images to a standard size of (224,224). 
Additionally, for the purpose of data augmenta tion, methods such as data cropping and rotation are 
applied. 

C. Feature Extraction Stage
Feature extraction stands as a critical phase in airplane detection, as the model’s efficacy significantly 
hinges on the quality and pertinence of the extracted features [35], [36]. 
This stage is dedicated to capturing pertinent visual characteristics from images that aid in distinguishing 
airplanes from other objects or backgrounds. As mentioned before the VGG19 model comprised of 
sixteen convolutional layers, is employed for this purpose.

D. Detecion Stage
The detection phase commences right after the completion of the feature extraction stage. To achieve 
this, the final three layers of the VGG19 model configuration are replaced with OCSVM. OCSVM is a 
robust and wellregarded detector known for its effectiveness in object detection, particularly in the case 
of aircraft.
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Figure 4. An Example of Used Datasets ((a)) CalTech-101 Dataset.((b)) Military Aircraft Dataset, 
((c)) MTARSI Dataset, ((d)) CannyObject Boundaries Dataset

E. Evaluation Stage
The efficacy of the proposed method was assessed by utilizing various assessment measures in the 
experimental results. The criteria employed include F1-score and accuracy. The following are the most 
fundamentals [33], [37]: 

True Positives (TP) refers to the rate at which the model accurately classifies airplanes as positive.
True Negatives (TN) refers to the rate at which the model accurately classifies airplanes as negative.
False Positives (FP) represents the number of airplanes erroneously identifies as positive when, in 
reality, they are actually negative.
False Negatives (FN) is the number of airplanes erroneously predicted as negative when, in reality,they 
are actually positive.The metrics can be defined as following:
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4. Experimental Results
The suggested system was executed on a personal computer according to the given specifications: 
Windows 10 Pro operating system, an Intel® Core(TM) i7-8565U CPU @ 1.80GHz 1.99 GHz, installed 
RAM 8.00 GB, and system type 64-bit operating system. The proposed system was designed using 
Python programming language, version 3.10, within a Jupyter Notebook environment, chosen for its 
interactive and collaborative features. 
For this study, the VGG19 and OCSVM methods were selected to harness the advantages of CNN and 
SVM techniques and demonstrate their efficacy in aircraft detection. 
The training data undergoes feature extraction using VGG19 to determine class values. This involves 
putting all images through the CNN network to extract relevant features, which are then fed to OCSVM 
to perform the detection process. 
Three datasets were chosen to showcase their outcomes, which were subsequently examined in depth to 
measure efficacy of the proposed methodology. Each data set was separated manually into two subsets 
(70:30) : the training set and the test set.
In the experimental evaluation, three detection models were applied: VGG19, OCSVM, and the 
proposed system.
To evaluate and compare the detection performance of the proposed system, we utilized three datasets: 
Caltech-101, the Military dataset, and MTARSI. In order to achieve optimal outcomes and guarantee 
accurate evaluation of the proposed system, It was configured with precise parameters, as outlined in 
Table I below.

TABLE I. Related Parameters of the Proposed System

Figure 5 illustrates the training and validation loss as well as the accuracy of the proposed system using 
the Caltech-101 dataset.
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Figure 5. The Loss and Accuracy of Training Phase Utilizing Caltech-101

The effectiveness of the proposed system was assessed by combining VGG19 with OCSVM. The results 
are detailed in Table II.

TABLE II. Experimental Results of the Suggested System using F1-score

Table II reveals that the proposed system outperformed both the VGG19 and OCSVM systems, 
achieving higher F1-score results for all datasets. For the Caltech-101 dataset, the F1-scores were 96% 
for the proposed system, 88% for both VGG19 and 94% for OCSVM. In the case of the military aircraft 
dataset, the obtained F1-scores were 99%, 96%, and 95% for the proposed system, VGG19, and 
OCSVM respectively. Meanwhile, for the MTARSI dataset, the proposed system exhibited an F1-score 
of 99% as opposed to 97% for VGG19 and 96% for OCSVM. 

Figure 6 showcases an example of the proposed system’s results, demonstrating accurate and efficient 
detection of aircraft in the testing image across all datasets.

Figure 6. The Results of the Proposed System for Airplane Detection
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5. Comparison and Discussion
To measure the efficiency of the proposed method with the chosen datasets, a comprehensive 
comparative analysis was conducted. This analysis involved contrasting the experimental results with 
recent research findings concerning the Caltech-101 and MTARSI datasets. The comparison 
encompassed factors such as dataset size, and the employed detection methodology. Table III presents a 
holistic view of these comparisons with relevant studies focused on aircraft detection.

TABLE III. A Comparison of the Proposed System with Recent Related Works: F1-score and 
Accuracy metrics

Table III clearly presents the performance results on the Caltech-101 dataset. Akanksha et al. [38] 
achieved an F1- score of 90.4% using R-CNN. In contrast, Rafique et al. [39] attained a lower F1-score 
of 78.4% with their proposed approach by using Maximum Entropy scaled Super Pixels segmentation 
(MEsSP). Jalal et al. [40] used Modified Fuzzy C-Mean and Maximum Entropy and achieved an Fscore 
of 70.9%. Remarkably, the method introduced in this  paper achieved an outstanding 96% F1-score, 
signifying a significant enhancement over previous methodologies.
Turning to the MTARSI dataset, Wu et al. [30] in troduced MTARSI as the first public database for 
aircraft remote-sensing images. Their VGG-16 model achieved an accuracy of 87.5%. Similarly, Mo et 
al. [41] employed VGG-16 and reached an accuracy of 72.10%. Conversely, the approach suggested in 
this research demonstrated exceptional performance, achieving a flawless 99% F1-score, surpassing the 
performance of other methods. 
This study is limited in its focus on detecting a single airplane within an image, without addressing 
scenarios involving multiple airplanes, which are common in real-world aerial imagery. This limitation 
reduces the generalizability of the proposed approach, particularly in complex situations where 
detecting and localizing multiple instances of the same object class is necessary. Future research could 
focus on extending the proposed method to effectively handle the detection of multiple airplanes within 
a single image, thereby enhancing its practical utility in applications such as aerial surveillance and 
reconnaissance. 

6. Conclusion
This paper presents an approach for detecting airplanes, utilizing deep learning techniques and a transfer 
learning methodology. Initially, VGG19 model was employed for feature extraction. Then, the feature 
vector that has been acquired is afterward inputted into the OCSVM algorithm for aircraft detection. 
Following numerous experiments, the results obtained from the proposed system demonstrated notable 
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 performance improvements compared to traditional unmodified systems (OCSVM, VGG19) and recent 
related works.
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1. Introduction and Overview
In the current era of the digital age, it is undoubtedly shown that mobile applications have profoundly 
trans formed every aspect of human lives. Users are now relying on mobile applications to do many 
online activities such as browsing the internet, shopping, transferring money, doing business, 
communicating using audio or video calls, texting, entertainment, and education. This massive growth 
of smart phone usage is still incredibly popular and will continue to be for the foreseeable future. 
According to Figure 1, the annual sales of smartphones have tremendously increased to around (1.56) 
billion devices worldwide, smartphones running the Android operating system held an (87%) share of 
the global market in 2019 and this is expected to increase over the forthcoming years, while Apple iOS; 
the second most popular operating system has a (13%) market share across all devices. With this 
tremendous use of smartphones worldwide, the wide adoption of these devices to carry out technology-
oriented services, and the uncontrolled use of mobile applications have turned the mobile environment 
into a fertile spot to carry out many unethical and illegal activities. Consequently, smartphones became a 
famous target for cyber-attacks bearing in mind that these devices contain private data [1]. The 
portability of these devices and the sensitivity of the data they contain raised great concern about the 
feasibility of using traditional digital forensic methodologies and to what extent they fit this field [2]. 
Smartphones are equipped with many capabilities that make forensic steps difficult to handle and require 
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great attention. These capabilities include the availability of different communication technologies such 
as Short Message Service (SMS), 3G, Wi-Fi, Global Positioning System (GPS), etc., the ability to 
remotely instruct the device to switch on or off, and the ability to remotely wipe data using different 
mobile applications. These issues and others created a big challenge for the investigators when dealing 
with mobile digital evidence [3]. In this regard, a set of terminologies, definitions, and legal issues have 
appeared that describe the new criminal situations raised due to this new computing paradigm. One of 
these terminologies is digital forensics which refers to the process of collecting digital evidence from a 
digital device and analyzing it to prove the guilt or innocence of persons [4]. Mobile forensics is another 
terminology derived from digital forensics; it aims to recover digital evidence from a smartphone in a 
way that will preserve the evidence in a forensically sound condition. To conduct mobile forensics 
analysis, the mobile forensic process lifecycle needs to set out precise rules that will seize, isolate, 
transport, store, and proof of digital evidence safely originating from 

Figure 1. Share of global smartphone shipments by operating system from 2014 to 2023 [5]

smartphones. Mobile forensics investigation frameworks are essential for gathering, examining, and 
preserving digital evidence from mobile devices in a forensically sound manner, the research [6] 
discussed the challenges faced by forensic investigators in extracting data from mobile devices and 
suggested a new model for mobile forensic acquisition, but it does not provide a detailed explanation of a 
mobile forensics investigation framework. [7] helped in simplifying the examination process and 
enabled the capture and reuse of specialized forensic knowledge, the result compared the forensics 
investigation framework for the association of Chief Police Officers (ACPO) and Digital Forensic 
Research Workshop (DFRWS) frameworks and DFRWS, which has the most complete stages to support 
the investigation process, DFRWS includes five substations of digital forensics in general [7]. DFRWS 
framework is considered one of the best frameworks, as it encompasses all the necessary stages and data 
sources used to construct a crime case, the results show that the Belkasoft Evidence Center forensic tool 
has the highest accuracy rate of 78.69%, while Magnet AXIOM has an accuracy rate of 26.23% and 
MOBILedit Forensic Express has an accuracy rate of 9.84%. [8] supports the investigation process by 
providing a comprehensive set of stages. The use of mobile forensics tools, such as Belkasoft Evidence 
Center, Magnet AXIOM, and MOBILedit Forensic Express, can aid in the extraction of digital evidence 
from mobile ap plications like Signal Messenger. These tools have varying  levels of accuracy and 
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capabilities in recovering different types of data. Overall, the development and use of mobile forensics 
investigation frameworks and tools are crucial for effectively investigating and analyzing digital 
evidence from mobile devices. This research introduced the frameworks that provide guidelines for 
capturing, isolating, transporting, storing, and proving digital evidence including all details as a novel 
framework used by mobile forensics to extract and present results. The process of digital forensics has 
become an important analysis and systematic approaches were proposed and adopted by many 
specialized governmental and private organizations and institutions such as The American Academy of 
Forensic Sciences (ACFS), the European Network of Forensic Science Institutes (ENFSI), the 
International Institute of Certified Forensic Investigation Professionals (IICFIP), and many other 
institutions worldwide. Besides, there are some well-known standards and good practices designed for 
digital forensics such as the two standards provided by ATSM [9], where issues related to digital 
forensics education challenges are provided as well as specifying the digital forensics steps with details 
about the requirements for each step. As thoroughly explained in the literature, the digital forensics 
process is divided into the following steps, these steps are common in most references with some slight 
modifications of the details and functionalities of the following steps:

(i) Identification, this step involves finding the evidence and where the required data is located;
(ii) Preservation, in this step, the evidence is isolated, secured, and data is preserved as well. Access to 
the evidence and data is allowed only for investigators who are working on the case to prevent people 
from tampering with the data and hence making the evidence illegal;
(iii) Analysis, in this step, the reconstruction of evidence fragments is performed and conclusions about 
the evidence are found;
(iv) documentation, a record of all the required data is preserved; this record can be used to recreate the 
crime scene;
(v) presentation, a summary of the case and the conclusion are performed at this step, 
(vi) Case Closure, in this step, the case is closed by having a legal decision and the evidence is returned or 
archived accordingly.

These steps may vary in their details from one institution to another; however, all of them will lead to a 
similar sequence of steps that will finally lead to a successful handling of digital crime. The mobile 
forensics process has its particularities that need to be considered. Thus, following a correct 
methodology and guidelines are vital preconditions for the examination of smartphones to yield good 
results. In this paper, we develop a novel methodology for the mobile forensics process life cycle called 
Mobile Forensics Investigation Process Framework (MFIPF) encompassing all the necessary stages and 
data sources used to construct the crime case. The developed methodology will contribute to identifying 
common concepts of mobile forensics through the development of the mobile forensics model that 
simplifies the examination process and enables forensics teams to capture and reuse specialized forensic 
knowledge, furthermore, it reduces the difficulty and ambiguity in the mobile forensics domain. Unlike 
other models, this proposal divides the evidence life cycle into several modules and describes each 
module along with its main components, data sources, tools, intra-module, and intermodule interactions 
easily and clearly. The rest of the paper is organized as follows. Section 2 discusses the related work 
including the most common mobile forensic process models as well as common mobile forensics tools. 
Section 3 details the proposed mobile forensics process model (MFIPF), describing its various modules 
and sub-modules and their connectivity and the associated data sources, mechanisms, and tools. In 
section 4, the common mobile forensic tools are classified and mapped to our proposed model based on 
their applicability at different stages. In Section 5, we conclude the paper and outline some ongoing and 
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and future research lines.

A. Related work
In this section, a brief review of the related literature will be conducted. First, we will introduce the work 
done in mobile forensics models and stages, and then, we will talk about the common tools used in 
mobile forensics. 

1) Mobile Forensics models and phases
Due to the previously mentioned reasons and challenges, many researchers have proposed some specific 
mobile forensics procedures and methods to deal with special mobile investigation cases. The existence 
of such methods is important for the success probability of an investigation and the avoidance of 
corrupting the evidence or failing to extract some necessary information. Among these proposed is a 
model proposed by Moreb [10], where the author discussed the four process phases used for conducting 
mobile forensics, are (i) the identification phase which includes many details such as identifying, 
acquiring, and protecting the data collected at the crime scene; (ii) the collection phase which starts by 
processing the collected data or evidence, then extracting the relevant information; (iii) the analysis 
phase analyzes the extracted informationto connect the dots and be able to build a robust and admissible 
case, and (iv) the reporting phase is the final step that presents the findings of the analysis stage into an 
admissible and understandable format. In [11], the authors mentioned that there are five phases in the 
forensic process (identification, preservation, acquisition, analysis, and reporting) which are similar to 
what was proposed by Moreb [10]. The study [12] concentrated on android forensics and proposed a 
framework of seven stages namely: Intake, Identification, Preparation, Isolation, Processing, 
Verification, and Documentation. A comparative analysis of five common process models was provided 
by [13], these models are the Smartphone Forensic Investigation Process Model (SFIPM), Windows 
Mobile Device Forensic Model (WMDFM), National Institute of Standards and Technology (NIST), 
Harmonized Digital Forensic Investigation (HDFI), and USFIPM. The authors also proposed a secure 
model by deploying blockchain using Ethereum or a hyperledger platform. In [14], the authors proposed 
an Efficient and Reliable Forensics Framework (ERFF), which helps the investigator to securely obtain 
evidence more easily, ERFF is an efficient and reliable forensics framework as comparedwith other 
frameworks such as SNIF, LFCCF, and LRFF. It uses edge computing to improve reliability, efficiency, 
and accuracy. Moreover, it helps identify criminal activities more quickly using low-cost edge devices 
and involves a detective module and a validation model that detects the interaction between a client 
terminal and the edge resource. In [15] an analysis of the forensic-by-design framework is proposed 
which includes investigating the limits of the forensic-by-design and its Insufficiency that could be 
rewritten as ”deficiencies” or ”shortcomings”. Please let me know if you need any further help with this. 
in a Cloud systems context, and it proposes three new forensic-by-design key factors and associated 
standards and best practices, it also suggests a new generic systems and software engineering driven 
forensic-by-design framework. In [16], the Goel authors demonstrate the DFWM that provides a general 
and updated description of the DF investigation process at the workflow level and can be used as a 
management tool for unboxing the procedures, tasks, and risks involved in the workflow of the 
individual DF investigations. Using the investigative strategy for the specific case, DFWM serves as a 
framework for packaging the digital forensic investigation process, providing a detailed structure and 
visualization of the physical and investigative chores and decisions. DF workflow which guided by the 
overall investigative strategy of the particular case as follows: 

(i) Review of client requirements and planning stage,
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(ii) Evaluation of deployed workflow stage,
(iii) Identify the physical and cognitive tasks, and
(iv) Make decisions and their associated risks at the respective stage.

Based on the existing process and models, the layered framework for mobile forensics is proposed [17], 
the results have shown that using only one tool is not sufficient to complete the investigation process, the 
four layers are organized as a framework, the number of layers can be increased or reduced as per the 
case type, the six layers can be grouped to small categories with tools to use for each one as acquisition 
process with various tools such as MOBILedit, Bulk extractor; data analysis is carried out with various 
tools like Autopsy and CellDEK, and reporting the case can be generated using MOBILedit Forensic and 
CellDEK. In [18], the authors reviewed about 100 Mobile forensics models with the main conclusion 
that suggests improving and validating the investigation process model, developing a meta-modeling 
language, and developing a definite mobileforensics source to store and retrieve the knowledge formed 
in the mobile forensics field. Many forensics investigation process models are used for the Internet of 
Things (IoTs) such as CIPM for IoTFs [19], the proposed model assists IoTF users in facilitating, 
managing, and organizing the investigation tasks, it consists of four common investigation processes, 
preparation process, collection process, analysis process, Patiland report process. The roadmap of DFIP 
discovery of tools [20] discussed in detail the challenges and opportunities of the digital forensics 
process concerning different fields such as networks, IoT, cloud computing, database systems, big data, 
mobile and handheld devices, disk and different storage media, and operating system. As seen from the 
literature, there is a necessity for adopting a robust model to carry out mobile forensic investigations 
efficiently.

2) Mobile forensics tools
The definition of mobile phone forensics is the science of extracting digital evidence from a mobile 
device [21]. It provided a wonderful list of resources for catching online criminals who utilize mobile 
devices for illegal purposes. With their vast number of applications and current proper ties, mobile 
devices’ ever-increasing storage and processing power provide new hurdles for digital forensics [22]. To 
collect digital evidence for use in court trials, mobile forensic tools and applications are essential. They 
can unearth call metadata, SMS, GPS data, application data, and locally stored files. A set of mobile 
forensics tools [23] can be used such as Cellebrite UFED Physical Analyzer and Oxygen Forensic Suite 
to get details about the mobile device, Oxygen and UFED forensic tools [24] are used to recover app 
data. In general, digital forensic tools for data extraction are categorized into three types: manual, 
logical, and physical [25]. Many mobile forensics tools [26] such as Belkasoft Evidence Center [27], 
FINALMobile Forensics [28], 3uTools [29], and Magnet [30] are used to extract artifacts from both 
Android and iOS devices. The SDCA [31] tool is designed to perform the analysis of the differences 
between two versions of SQL schema, in addition to its ability to analyze the query. According to [32], 
SecureRS aided forensic investigation in general, by developing a model and a platform to secure 
potential digital evidence, the SecureRS model can help to prevent unauthorized access and comply with 
regulations and privacy policies, and the result shows a method of ensuring forensically sound digital 
evidence for DFR as well as for digital forensics processes in general. In [10] the authors discussed the 
tools used to acquire the data from iOS or Android devices for both rooted and jailbroken mobile. The 
work of [33]found that the data used in the media directory will not change even after jailbreaking the 
device, which means that the integrity of the data is maintained. As a result of this study, jailbreaking is 
considered acceptable to help forensic tools extract more data while preserving user data. There was a 
previous study in the use of forensic tools in the process of acquiring data on iOS, Android, andWindows 
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 using forensic tools Oxygen and UFED to recover applications’ data, and the tools were able to restore 
the list of contacts that WhatsApp installed on iOS and Android and were unable to recover anything 
from the Windows device. In addition to the ability of the tools to restore and decrypt the backups of the 
Android and iOS devices, and were unable to find the encryption key for the Windows device. The result 
was that it could restore conversations even if the application has been deleted if there are backup copies 
stored on the device for WhatsApp [24]. In [31] it is noted that the developers of forensic tools have 
limited knowledge of the changes that have occurred to the SQL Lite schema for iOS backups and need 
to preserve the tools’ compatibility with recent versions. The SDCASQLite Database Comparison 
Analyzer (SDCA) tool is designed to perform the analysis of the differences automatically between two 
versions of SQL schema, in addition to its ability to analyze the query, it also demonstrates that using the 
tool is feasible to update the Forensic Targeted Data Extraction Application called FTDEA developed by 
the authors. As mentioned in [34] the growth of using smartphones from 2016 until 2021 increased from 
2.5 to 3.8 billion smartphones. As reported by [35], the number of users who use social media is about 
4.20 billion active users worldwide. According to the comparison as shown in. Commercial and open-
source forensic tools are available for mobile device investigations. The availability of many mobile 
forensics tools might cause some dilemmas in the selection of the best tool, for this reason, details about 
these tools will be provided in Section 4. 

B. Proposed mobile forensics framework
In this section, we will deeply describe our MFIPF provided in Figure 2. The stages of the framework 
(Data Preparation, Information Analysis, Case construction, and Case Closing) will be explained 
showing the detailed steps at each phase.

1) Data Preparation
The data preparation phase aims to generate a processed dataset that is technically usable for the analysis 
phase. In this phase, four steps are carried out to guarantee that the acquainted data is gathered 
systematically and legally. The four steps shown in Figure 2 are described below:

a) Resource seizure
In this step, the mobile device is seized in a way that guarantees that the device will not be modified and 
there should be no ability to connect with the device. To achieve this step, we have to follow the 
following process [36]:

(i) issuance of research warrant from legal representatives;
(ii) turning off all wireless communications and putting the mobile device in Airplane Mode; (iii) 
shielding the mobile device in a Faraday bag that prohibits any external signals to reach the mobile, and 
(iv) Document these steps and send the mobile device to the digital forensics lab for investigations.

b) Resource identification
Once the mobile device arrives at the digital forensics lab, the resource identification process is carried 
out. The process aims to identify the mobile device under investigation and choose the suitable tools that 
can be used for the data extraction phase. A description of the mobile device is provided here, the 
description includes the model and type,
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Figure 2. The proposed Mobile Forensics Investigation Process Framework (MFIPF)

physical status (if the device is broken), and logical status (the device is on or off, the device is 
functioning or not). Based on this information, the investigator will be able to determine the suitable 
tools required for the data extraction process. This process should be formally documented [37].

c) Data extraction
This is a very important process where the data is extracted from the mobile device, the extracted data 
will then be used in further stages to extract evidence. The information gathered in the identification 
phase is the basis of the data extraction method to be used, this method includes:
1) Manual data extraction: here the investigator manually navigates the mobile device to search for the 
required evidence; documentation of this process is essential and might be done by video recording of 
the screen of the mobile device during the navigation process [37]. It is important here for the 
investigator to conduct the boundaries of the research warrant and never explore data that is not included 
in the research warrant. This process requires the ability of the investigator to access the device by 
having the password or pattern. It is worth mentioning here that manual data extraction will affect the 
integrity of the files and hence the investigator should precisely document the steps he took and the 
findings as well. 
2) Logical extraction: When applying this method, the investigator will be able to generate a copy of the 
file system that can be used later to extract data using some tools designed for this purpose. This copy 
will enable the investigator to view the same data that can be generated using manual extraction [38]. 
However, this method does not affect the integrity of the files of the mobile device and the investigator 
can only work on the copy of the files and the original device will be kept safely in an evidence container. 
3) Physical extraction: in this method, a raw image in a binary format of the mobile device’s memory is 
generated, and the output is a bitwise copy of the memory of the mobile device [39]. This copy includes 
all system files and can also be used to retrieve some of the deleted files as well. However, to generate 
this copy usually we need to root the device which will affect the integrity of the evidence, so the 
investigator has to document the details of this step. The generated copy can then be used to retrieve 
system files as well as some of the deleted files using dedicated data analysis tools.

It is worth noting that the aforementioned methods can be applied only when the mobile device is 
functional, i.e., not broken, and does not work for broken or malfunctioning mobile devices. In such a 
case some other methods might be used such as chip-off by which the memory chip of the mobile device 
is physically removed and attached to a memory reader, or a similar device, and the data is then extracted 
[40]. This method requires high skills in electronic device maintenance and may cause the chip to be 
destroyed if not removed or attached correctly. Another extremely hard method that might be used in 
very rare  cases such as national security is called Micro-read where  an electronic microscope is used to 
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read the contents of the memory on gate level base [41]. This method is very expensive and takes too 
much time but might be used to extract some data from broken devices. 

d) Data preprocessing 
In this process, the characteristics of the mobile device operating system are studied, and data is 
categorized based on applications to pinpoint potential evidence(s). Classification techniques are used 
here to group data based on file system analysis and system log analysis. The output of this process is a 
well-prepared dataset that can be used in the analysis stage to extract evidence. The preprocessing step 
might also include putting the data in a proper file format that is compatible with mobile forensics tools 
in the analysis [42]. 

2) Information analysis 
In the analysis phase, evidence(s) is/are extracted by formally interpreting the information generated by 
the previous phase – data extraction-. The investigator should follow standards and best practices in the 
field of forensic analysis so that the evidence will be intact, and results are reproducible and acceptable. 
For a robust mobile forensic analysis, the following steps are suggested to be followed: 

a) Selection of the Forensic Tools 
The first step in the analysis includes the selection of a forensic tool. The selection of the tool depends on 
many factors including cost, user interface, the familiarity of the examiner, computing platform, 
environment, and legislative –whether the tool is legally approved or not [43]. A list of mobile forensics 
analysis tools and their properties are provided in Section 4. Typically, the examiner may use different 
tools to generate different information and events, there is also a possibility to use different tools to 
generate the same event to ensure the use and follow up of reproducibility of the event and to prove its 
validity [44] Therefore, an examiner should be familiar with different tools to conduct his analysis 
successfully. 

b) Information examination
After selecting the appropriate tool(s), the examiner will feed the tool with the preprocessed data and 
perform a variety of tests and processing tasks against the data. The process aims to generate an event 
from the evidence file. There might be many events generated from the same or multiple tools. These 
events are then stored and fed to the next step which is evidence validation [45], Events in a mobile 
device might be found at different locations according to the information the examiner is trying to find. 
Some of the events might be found in SMS and call logs, others might be found in saved pictures or 
emails. Some complex events might require retrieving deleted files using special tools while other events 
require the use of different tools and gathering information to reconstruct that event. The selection of the 
tool and the process depends on the examiner and requires skilled persons to successfully perform the 
task [41].

c) Evidence validation
According to [46], validation is the process of proving the validity of the evidence to a jury. The process 
implies proving acceptable error rates as well as using scientifically proven valid data, applications, and 
results. The validation process is applied to all stages in mobile forensics and covers data collection and 
storage, system, application, user, and algorithm applicability validation. A very important issue related 
to validation is the use and following up of standards and best practices developed for this purpose. Many 
countries have developed standards for digital and mobile forensics through their dedicated institutions 
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such as NIST in the states. Besides, some well-known digital forensics developers have also proposed 
some best prac tices that are proven to generate valid evidence with an acceptable error rate [47]. The 
examiner must follow these standards and verify the validity of the evidence during the entire 
investigation process.

d) Evidence correlation
Correlation involves the ability to extract the semantics from different sources such as SMS, social 
media messaging, emails, . . . , etc, and to generate a knowledge base that clearly shows the correlation 
among these generated events. Domain and application ontology’s might be used to correlate different 
events to a knowledge base [48].
Event correlation and reconstruction might be carried out using different techniques and technologies 
including rule based, semantic models, tree/graph-based, timestamp-based, finite state machines, and 
live event construction [49], such techniques aim to construct valid evidence from different sources of 
events with acceptable error rate. The output of this stage will be used as input for the next phase which is 
case construction.

3) Case Construction
The output of the second stage - information analysis - is fed as an input to the case construction stage, 
which takes the evidence list to prepare results and move towards closing the case. Four steps are 
necessary in the process of case construction: results analysis, results examination, results reporting, and 
results dissemination. In what follows, a detailed explanation is provided for each step.

a) Results analysis
In this step, examiners must analyze all the technical findings extracted from the information analysis 
phase consistently and clearly. When analyzing the results, examiners can divide the analysis sequential 
logical parts into multiple headings and comment on results as they are described to ease the decision-
making process, the results could be supported by figures, tables, and equations to enrich the findings. In 
addition, the results’ conclusion must be kept very brief and aggregates the findings with robust 
paragraphs [50]. During the process of validating the results of a mobile forensic scene, several methods 
can be used to verify the validity of the results such as calculating the hash value with two different 
forensics tools, or the various steps might be revisited using the same tool to obtain the digital evidence 
and recalculate the hash value to validate the results. At some point, the results generated using 
experimental and validation stages must be repeatable. Any variable that might affect the outcome of the 
validation should be determined after several test runs. However, some cases require more runs to 
generate valid results, and; examiners need to utilize the literature to assess the results’ validations [51].

b) Results reporting
The most fruitful result that should be created following the forensic process is the documentation of the 
findings. Once completed, investigators can use the report to their advantage in several ways: 

• Sharing the results with other investigators and decision-makers.
• Communicating the facts that may support the investigation of other cases.
• Offering a clear justification for gathering more digital evidence.
• Using the report to evaluate the specific case.

The final report must be written by digital examiners considering all conditions and guidelines 
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 established by national law. To ensure that the report complies with the law, they must first 
independently review it. Any divergent opinions will eventually be examined for flaws to bolster the 
assertions. In general, there is no set format or structure for reporting the findings, but any final report 
must include the bare minimum of the following data: jurisdiction, the nature of the case, the court’s 
document format, and the reason ID, calendar of all depositions (timestamps), deponent’s name and ID, 
and other details like time and date the case created, phone physical situation, the phone status on or off, 
mobile manufacturer information, pictures for each accessory and the phone itself, which tools used

TABLE I. Mapping iOS and Android forensic tools with the MFIPF framework.

in the investigation, any additional data added during an examination. Many forensics reporting tools 
provide ways  to automatically annotate evidence fragments and generate automatic reports according to 
the examiner’s configuration. These tools enable the examiner to perform sub-functions such as tagging, 
bookmarking, log reports, or even report generation. The report relies on solid documentation, photos, 
notes, and tool-generated content. The examiner should then check the report and edit his configuration 
if necessary [52].

c) Results dissemination
It describes the procedure the examiner uses to commu nicate to policymakers the findings from the 
analysis phase. The major goal of this method is to provide action reports for each detected artifact and 
its analysis. The investigator’s defensive strategy and any potential implementation difficulties can also 
be included in the presentation phase. In an iterative approach, the results from this phase might be used 
to conduct additional acquisitions. As a result, each process produces more analytical artifacts, which are 
then provided as feedback to other processes. For lengthy criminal investigations, this feedback iterative 
procedure may go through numerous iterations. This step might helpother investigators working on 
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similar cases to proceed with their cases accordingly, or to criticize the case, and hence further steps 
might be required to be performed for the disseminated case [53].

4) Case Closing
Case closing is the last stage in the mobile forensics investigation process framework (MFIPF) which 
undergoes three main steps to ensure the successful termination of the process model. They are case 
closing, making the legal decision, and case archiving. Understanding how to close and archive the case 
is also crucial to performing a targeted analysis of the data for future updates. The digital examiner must 
have good knowledge of how to store and collect similar cases which might help in case examination.

a) Legal decision
The constructed case should be finally put in its legal context, here, the final legal decision should be a 
judicial determination of all parties’ rights and obligations reached by a court based on facts and law. A 
decision can mean either the act of delivering a court’s order or the text of the court’s opinion on the case 
and the accompanying court after you complete a case. Since every user owns his/her data and digital 
device, forensic examiners face ethical and legal issues in accessing and collecting the required 
information [54]. 

b) Review
The final step in the lifecycle is to review the case to identify successful decisions and actions and 
determine how the system performance should be improved in terms of time, and accuracy. Critique the 
case, self-evaluation, and peer review are essential parts of professional growth. Investigators must keep 
the OS and digital forensics tools up-to-date for everything to be consistent. This necessitates updating 
the OS frequently, installing all-new system updates and patches, and regularly checking the tools’ 
websites for new updates or patches [55].

c) Case archiving
When work on a case is completed and immediate access to it is no longer necessary, that case can be 
archived. This step aims at closing the case after its resolution. Digital forensics cases include the storage 
of electronic copies of evidence as well as the case report and the generated artifacts and the 
documentation of the whole stages of the case. Case archiving aims to enable examiners to review the 
procedures carried out to use them in similar cases. The case archive should enable the examiner to 
reconstruct the case from scratch based on the available copies of the case evidence which will help if the 
case is legally re-opened [56]. Many tools might be used in case archiving that enable ease of use and 
retrieval of cases, some of these tools will be provided in Section 4.

C. Common mobile forensic investigation tools
In this section, we will explain a list of 4 commonly used mobile forensics tools and map them to our 
proposed model MFIPF.

1) Common tools
In the following, we list the common forensics inves tigation tools and compare and reflect on their 
operations with the modules of the proposed MFIPF framework.

• Belkasoft Evidence Center: It is a comprehensive forensic tool for locating, retrieving, and analyzing 
digital evidence stored on desktops and mobile devices. This tool makes it simple for investigators to 
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collect, examine, analyze, preserve, and share digital evidence from computers and mobile devices. By 
analyzing hard disks, drive pictures, memory dumps, iOS, Blackberry, Android backups, UFED, JTAG, 
and chip-off dumps, the toolkit will efficiently extract digital evidence from many sources. It evaluates 
the data source automatically and lays out the most forensically significant artifacts for the investigator 
to study the case or add to the report [27].

• FINALMobile: It is a powerful software and mobile solution for legal inspectors that provides the legal 
community with the most cutting-edge data mining and information extraction capabilities. Thanks to its 
extensive understanding of system files and information patterns, this software can transform raw data 
into executable and ready files in just a few clicks. On mobile devices, data is stored in specialized forms 
and is frequently left behind after a device is entirely cleaned. The FINALMobile forensics software can 
easily retrieve deleted (hidden) files by scanning for specific patterns. Additionally, as the majority of 
mobile devices adhere to the same pattern, data can be gathered for upcoming mobile devices [28].

• 3uTools: It is a program for flashing and jailbreaking Apple’s iPhone, iPad, and iPod touch. It offers 
three ways to flash Apple mobile devices: easy mode, profes sional mode, or multiple flash. It 
automatically selects the proper firmware and supports a fast download speed. 3uTools can be freely 
downloaded for Windows PC Latest Version. It has a complete 3uTools offline setup installer [29].

• Magnet ACQUIRE: This tool combines an easy user interface with dependable and speedy extractions 
to provide you with the information you need quickly and effortlessly. Furthermore, the data quality will 
be maximized, and activity logging and documentation will help to understand which procedures were 
employed [30].

For comparative analysis between our approach and existing frameworks, we have utilized the 
comparison done by [13] who compared five forensic frameworks, they are SFIPM, WMDFM, NIST, 
HDFI, and USFIPM and NIST. Table 1 shows an updated version of this comparison including our 
approach as proof of its usability. Furthermore, Table 2 provides a comparative analysis between iOS 
and Android forensic tools for mobile forensics tools and their reflection on our proposed MFIPF based 
on a set of capabilities. 

2) Practical Example of Using MFIPF Over a Digital Crime Case
It is worth mentioning here that MFIPF is a compre hensive model to be used during the mobile 
investigation process. As an example, we will assume that we are supposed to work on child 
pornography conducted using the suspect’s WhatsApp account. Below practical example which 
summarizes the steps to be followed based on the proposed MFPIF model.

1) Data Preparation, a search warrant is issued. The device is seizure and a report of the device status is 
done: iPhone 8, 128G, iOS version 13.1.1 WhatsApp version 14.0.1. Assuming the device was on and we 
had access to it, we chose logical extraction using Mobile Edit Forensics Express

2) Information Analysis, we use Mobile Edit Forensics Express to analyze our image. A set of images 
and videos as well as conversations was found to contain child pornography. We may use another tool 
such as Belkasoft to perform the analysis and verify the results.Correlation among evidence might be 
done to find all victims and criminals from the contact list 
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TABLE II. A comparative analysis of five common forensics process models with the proposed one.

3) Case Construction, each evidence is analyzed and related to a victim and a list of contacts who were 
shared with each evidence is listed as well. This might lead to the identification of some suspects who 
might be colluding together. Results reporting is to be done, it might be done automatically using a 
specialized tool such as Mobile Edit Forensics express. Detectors will then conduct their interviews and 
interrogations with witnesses and suspects and come up with a final report to the corresponding 
agencies. 
4) Case Closing, a legal decision is carried out; a Case Review is done for any new updates about the 
consid ered crime case. finally, case Archiving is the last step that saves the complete case for future 
reference. 

2. Conclusion and future work
Cybercrimes are rapidly increasing due to the tremen dous reliance on information and 
telecommunication technologies. This rapid increase is being faced by developing the necessary tools 
and legislation to fight against these crimes. One of the most challenging investigation issues is mobile 
device forensics. This challenge is be cause mobile devices are becoming more powerful with 
tremendous processing and communication capabilities as well as containing sensitive data related to 
the mobile user. For these reasons, a framework for mobile device forensics must be developed to 
systematically engineer the investigation process and avoid any issues that might cause the rejection of 
the investigation. In this paper, we proposed a mobile forensics lifecycle called Mobile Forensics Inves
tigation Process Framework (MFIPF). MFIPF encompasses all forensics stages and steps that must be 
followed in each stage. Furthermore, we also proposed a list of the most commonly used mobile 
forensics tools that might be used in each stage or step. In future work, we will apply this model to 
different investigation scenarios with different mobile platforms and report the findings and if necessary, 
we will update the model accordingly, we will also test the utility of using our model MFIPF with 
different mobile digital forensics scenarios and compare our utility results against other models.
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1. INTRODUCTION
Object detection is a complex and vital challenge within the field of computer vision. It revolves around 
the exact localization and recognition of objects in input data. These algorithms work by analyzing the 
distinctive characteristics of objects and applying machine learning techniques to both characterize and 
identify these objects [1]. Object detection has a wide range of uses, from enabling autonomous vehicles 
to assisting in the field of medical imaging [2]. 
The recognition of Indonesian Rupiah banknotes, however, is a specialized aspect of object detection 
that is the focus of this study.
The general availability of money in daily financial transactions serves to highlight the importance of 
this particularized object detection task [3]. This is especially important in the context of Indonesia, 
where Bank Indonesia issues and governs the country’s official currency, the Indonesian Rupiah (IDR). 
Coins and banknotes are the two primary forms of currency. In this study, we utilized the 2022 issuance 
of the Indonesian Rupiah, which represents the most recent design iteration. It is important to note  that 
the Indonesian Rupiah’s design has undergone multiple revisions over the years, with the primary 
objective being  the enhancement of currency quality and the reinforcement of security features [4]. 

ABSTRACT

This study compares the performance of current object detection models, namely YOLOv7-tiny, 

YOLOv8n, and EfficientDet d0, using YOLOv5n as the baseline model in addressing the challenge of 

Rupiah banknote detection. The challenge involves recognizing unique features on the banknotes, which 

may have higher complexity compared to common objects in object detection tasks. The dataset used 

covers 2022 Emission Year Rupiah banknotes, is manually created, and covers various real-world 

scenarios for comprehensive evaluation. This research also explores the impact of data augmentation to 

optimize model performance. Results show that YOLOv8 is the top-performing model, with mAP@0.5 

scoring 0.995 and mAP@0.5:0.95 scoring 0.994 on the test data, also consistently maintaining high 

performance even without augmentation. YOLOv5 also showed impressive mAP scores of 0.995 and 

0.973 with augmentation. YOLOv7, although it did not surpass YOLOv8 and   in accuracy, achieved  

results, especially with data augmentation. In terms of inference time, YOLOv5 excels with 6.7 ms without 

augmentation and6.5 ms with augmentation, emphasizing its efficiency. YOLOv8, although slightly less 

efficient, with inference time of 7.8 ms  without augmentation and 8.2 ms with augmentation, provides 

higher accuracy. The choice between the two depends on the balance  between accuracy and efficiency. 

This research also highlights the positive impact of data augmentation, especially in YOLOv5’s 

responsiveness to additional data. While EfficientDet is efficient in inference time and resource usage, it 

suffers in performance, especially without augmentation. This study attempts to develop a dependable 

method for identifying banknotes. By achieving this, the aim was to improve accessibility in financial 

tasks and everyday life, particularly benefiting those with visual impairments or other disabilities. 
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Disabled individuals often encounter numerous chal lenges in their daily activities. These difficulties 
span a range of aspects, including mobility, dining, and shopping, with many of these activities involving 
financial transactions. For physically disabled individuals, maintaining these operations can prove to be 
significantly more demanding than for those who are able-bodied [5]. However, among the disabled 
community, visually impaired individuals face even greater obstacles compared to others. Despite the 
growing popularity of electronic financial transactions, cash remains a primary form of exchange [6]. 
This presents a unique challenge, as effective strategies are required to enable precise handling and 
recognition of banknotes, something that can be especially challenging for those with visual 
impairments. Consequently, this group of people often encounters substantial difficulties when 
attempting to carry out financial transactions securely and independently [7]. 
Visual impairments have wide-ranging effects on people’s lives, affecting everything from their level of 
inde pendence overall to their ability to access education and employment opportunities [8]. For this 
group, being able to identify and distinguish banknotes emerges as a crucial component of financial 
wellness. While Braille text, tactile features, and currency readers have all offered some support, there is 
still a critical need for cutting-edge solutions. Here, computer vision technology holds out the possibility 
of helping those who are blind due to its potential for advancement [9].
Object detection is an important subject that is constantly researched in computer vision research [10]. 
Deep learning-based object detection technology has made significant advances in recent decades [11]. 
These cutting-edge techniques, demonstrated by models such as You Only Look Once (YOLO) [12], 
have attracted considerable attention due to their real-time detection capabilities and astounding levels 
of accuracy. On the other hand, EfficientDet was proposed as an object detector model that offers better 
effi ciency. This research consistently demonstrated superiority in terms of accuracy and efficiency 
under various resource conditions [13]. This highlights the significant potential of applying these 
models in the context of Rupiah banknote detection.
This study compares four cutting-edge object detection models: YOLOv5 [14], YOLOv7 [15], YOLOv8 
[16], EfficientDet [13] in the context of detecting Indonesian Rupiah banknotes. The aim of this research 
is to determine the most effective model for developing an application that helps visually impaired 
people in accurately recognizing and differentiating Indonesian Rupiah banknotes. The study’s goal is to 
identify these models’ distinct strengths and their applicability in the context of banknote recognition. 

2. RELATED WORKS
Several methods for detecting banknotes have been investigated. Notably, feature-based approaches like 
Oriented FAST and Rotated BRIEF (ORB) algorithm have shown promise. Sarker and his colleagues 
proposed ORB as a system for assisting visually impaired individuals in realtime Bangladeshi currency 
detection [17]. This method demonstrated rapid matching times and achieved a 100% accuracy rate. 
Their system, which was created as a mobile app, proved to be a valuable tool for visually impaired 
people, assisting them in precise and real-time banknote identification.
Another noteworthy feature-based algorithm for ban knote detection is Speeded Up Robust Features 
(SURF). To identify different key points and extract relevant features from the banknote image, SURF 
employs an arbitrary feature transformation technique. Gillich et al. applied SURF to detect the position 
and potential occlusion of randomly distributed textured Egyptian banknotes using a smartphone 
camera [18]. This method employs Random Sample and Consensus (RANSAC) algorithm to filter out 
false results. In all categories, the accuracy was reported to be 93%. 
Another study conducted by Sufri and his team also investigates the development of an automated 
banknote recognition system to assist visually impaired individuals in identifying Malaysian Ringgit 
banknotes [19]. It assesses the influence of region and orientation on the performance  of feature 
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extraction-based Machine Learning algorithms (K-Nearest Neighbor (KNN), Direct Torque Control 
(DTC), Support Vector Machine (SVM), Bayesian Classifier (BC)) as well as Deep Learning via 
AlexNet. SVM and BC achieved 100% accuracy, whereas Deep Learning (AlexNet) performed well 
with similar orientation but struggled with new orientation. With the goal of enhancing the independence 
and standard of living for the blind and visually impaired individuals during monetary transactions, this 
dual approach offers valuable insights for creating strong and flexible banknote identification systems.
Deep learning-based models have brought a transforma tive impact to banknote detection. One 
successful example is the work conducted by Park and his team [20]. This research suggests a three-stage 
banknote and coin detection technology using a smartphone camera. To overcome the limitations of 
earlier approaches, this technique combines Pretrained Faster Region-based Convolutional Neural Net
work (R-CNN) with ResNet architecture and geometric con straints. Experiments conducted using 
Dijkstra’s Algorithm with Buckets v1 (DKB v1) and Jordanian dinar (JOD) databases demonstrate 
greater accuracy when compared to current techniques. The proposed model’s accuracy rates for coins, 
banknotes, and coins and banknotes were 95.48%, 98.8%, and 97.21%, respectively, for DKB v1 and 
JOD, and they were 92.11%, 97.47%, and 96.04%, respectively, for DKB v1 and JOD, respectively. 
YOLOv3 is a prominent deep learning technique for detecting banknotes [11]. Park and his teams [21] 
present the Multinational Banknote Detecting Model (MBDM). By adding specialized structures 
including convolution layers, residual layers, and downsampling techniques, MBDM em ploys 
Improved YOLOv3 in this study. MBDM, with its 69 convolution layers, enhances the operations of 
feature extraction, prediction, and upsampling, leading to better performance in banknote detection. The 
alterations are intended to enhance the model’s precision in identifying and localize banknotes, 
particularly by utilizing mosaic data enhancement during the training process. MBDM performed better 
than current techniques, with 83.96% accuracy. MBDM performs better in the detection of dif ferent 
currencies thanks to its efficient feature extraction capabilities.
The YOLOv5 algorithm is a promising option for real-time banknote detection applications because of 
its efficiency and versatility, which have propelled it to the forefront of banknote detection in recent 
developments. Notably, with an image size of 640 pixels, YOLOv5x significantly obtained an Average 
Precision (AP) of 50.7% with an image size of 640 pixels when tested on the Microsoft Common Objects 
in Context (MS COCO) dataset test-dev 2017. Additionally, it can attain a remarkable 200 frames per 
second (FPS) using a 32-batch batch size on an NVIDIA V100. With test-time augmentation and a larger 
input size of 1536 pixels, YOLOv5 attains an even higher AP of 55.8% [22]. According to a study by 
Dande and colleagues, the YOLOv5 model can successfully identify Indian banknotes, as evidenced by 
the consistently high mean Average Precision (mAP), precision, and recall in banknote detection [23]. 
These results collectively under score YOLOv5’s competence in delivering accurate and efficient 
banknote recognition.
Another noteworthy advancement is the YOLOv7 [15], as introduced by Wang and his team, presents a 
novel architecture for real-time object detection and model scaling, offering high accuracy of 56.8% AP, 
with YOLOv7-E6 delivering outstanding performance at 56 FPS and 55.9% AP. Several architectural 
adjustments and a set of ”bag-of freebies” were suggested by YOLOv7 to increase accuracy while 
maintaining the same inference speed and training time [22].
Furthermore, the state-of-the-art YOLOv8 pushes the boundaries of speed and accuracy, outperforming 
its pre decessor YOLOv5 with an AP of 53.9% on the MS COCO dataset for 640-pixel images. The 
exceptional processing speed of YOLOv8 distinguishes it. It runs at an impres sive 280 frames per 
second (FPS) on an NVIDIA A100 with TensorRT. This high FPS indicates that YOLOv8 can process 
and analyze a large number of frames or images per second, making it ideal for real-time applications 
and  scenarios requiring speed. All of these improvements put YOLOv8 at the forefront of object 
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Figure 1. 2022 Edition Rupiah Banknotes

TABLE I. Data Information [24]

A representative dataset was created using Bank Indone sia (BI) Rupiah banknotes from the 2022 
emission year.This dataset contains seven Rupiah banknote denominations issued in the year 2022: 
Rp.100,000, Rp.50,000, Rp.20,000, Rp.10,000, Rp.5,000, Rp.2,000, and Rp.1,000. We captured 
separate images for each banknote denomination, encom passing both the front and back classes, 
resulting in a total of 14 classes. The resolution was set to 640 x 640 pixels for the input size. Table I 
contains information about the dataset that was used.
The size of each class in the dataset is 75 images per class, with a total of 1050 images of Rupiah 
banknotes were collected for the 2022 emission year. The dataset is carefully balanced, with each class 
having an equal proportion of 75 images. This balanced distribution ensures that each banknote 
denomination is adequately represented in the dataset, facilitating a fair evaluation of the object 
detection methods under consideration.
The goal of gathering this data is to create a large and representative dataset from which to conduct an 
accurate evaluation of the object detection method to be tested. With a targeted dataset, this study can 
facilitate a comprehensive assessment of the effectiveness of the object detection techniques under 
consideration. By collecting a dataset that includes a variety of conditions, backgrounds, viewing 
angles, and irregularities as described above, this study hopes to provide accurate and reliable results in 
evaluating the performance of the compared object detection methods in Rupiah banknote detection. 

B. Preprocessing
The preprocessing stage is shown in Figure 2. The preprocessing of the banknote dataset involves 
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everal cru cial steps and is primarily managed using the Roboflow platform. First, the data collection 
phase includes man 

Figure 2. Preprocessing Steps

ual labelling, where each banknote instance in an image is meticulously annotated with a bounding box, 
and a corresponding label specifying its denomination is added. Following this labelling process, the 
next step is to adjust the resolution of the images. The original resolution of 3024 x 3024 is modified to 
640 x 640. This resolution adjustment is necessary because the chosen YOLO detection model has a 
maximum resolution limitation of 640 x 640. This change ensures that the dataset complies with the 
requirements of the YOLO model. After the resolution adjustment is complete, the resolved dataset is 
ready to proceed to the data augmentation stage. 

Data augmentation is an essential step in dataset processing aimed at enhancing the variety and volume 
of the training data. 3-time augmentation approach is applied, where one image is created with the 
preprocessing settings applied, and the other two undergo augmentation. This results in tripling the 
number of images for each source image. The augmentations used involve rotations of 90° rotations in 
clockwise, counter-clockwise, and upside-down orientations, as well as rotations ranging from -15° to 
+15°. Additionally, brightness adjustments are applied in the range of -25% to +25%, and exposure 
variations between -20% and +20% were also applied. The main purpose of this augmentation is to 
introduce diversity and increase  volume of the training dataset. These variations allow the model to 
learn effectively and handle various situations that may arise during banknote recognition. 
Data augmentation is an essential step in dataset processing aimed at enhancing the variety and volume 
of the training data. 3-time augmentation approach is applied, where one image is created with the 
preprocessing settings applied, and the other two undergo augmentation. This results in tripling the 
number of images for each source  image. The augmentations used involve rotations of 90° rotations in 
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clockwise, counter-clockwise, and upside-down orientations, as well as rotations ranging from -15° to 
+15°. Additionally, brightness adjustments are applied in the range of -25% to +25%, and exposure 
variations between -20% and +20% were also applied. The main purpose of this augmentation is to 
introduce diversity and increase the volume of the training dataset. These variations allow the model to 
learn effectively and handle various situations that may arise during banknote recognition.
The datasets are divided into two distinct sets: one without augmentation and another with 
augmentation. The dataset without augmentation comprises 1050 images, and it is further split into three 
subsets: 60% for training (630 images), 20% for validation (210 images), and 20% for testing (210 
images). In contrast, the dataset with aug mentation contains 2310 images, with 82% designated for 
training (1890 images) to benefit from the augmented data, while 9% is allocated to both the validation 
(210 images) and testing (210 images) subsets. These divisions allow the model to be trained on a diverse 
range of data examples, while the validation and testing sets remain consistent and unaltered to assess the 
model’s performance under realworld conditions. 

C. Model Building
In this study, the performance of object detec tion on banknote datasets will be compared using the 
YOLOv5, YOLOv7, YOLOv8 and EfficientDet methods. The model used are YOLOv5n, YOLOv7-
tiny, YOLOv8n and EfficientDet-d0, selecting these specific versions for their streamlined and 
lightweight architecture, making them optimal choices for efficient object detection tasks. Each method 
will be customized and trained using appropriately labelled training data. Here are some details about the 
model that was used:

1) YOLOv5n
Jocher and his team introduced the YOLOv5n detection algorithm, which distinguishes itself through its 
simplic ity, speed, and portability [25]. The core structure of the YOLOv5n model comprises three 
essential components: Backbone, Head, and Output. To extract features, the CSPDarknet serves as the 
backbone network. Within the CSP Darknet, the architecture leverages both the Focus and CSP 
structures. The Focus structure executes an image-slicing index operation that transforms spatial 
dimensions infor mation into channel dimensions. This operation results in a double downsampled 
feature map, enhancing the model’s inference speed. The CSP structure adopts the design prin ciples 
from the CSPNet network, enabling the model to acquire a richer set of features while addressing the 
issue of over-computation during inference, an outcome of smart structural design [25]. The Head 
component is a single head architecture that takes the output of the backbone network and generates 
predictions. The Output component converts the predictions from the Head component into a format that 
can be used for the object detection task.

2) YOLOv7-tiny
YOLOv7, is built upon the ELAN (Efficient Layer Aggregation Network) architecture, known for its 
efficiency and accuracy. YOLOv7-tiny architecture consists of three key components: the backbone, 
responsible for feature extraction using CSPNet (Cross Stage Partial Network); the neck, which fuses 
features from different backbone lev els using E-ELAN (Extended Efficient Layer Aggregation 
Network); and the head, which makes object predictions. YOLOv7 employs novel architecture called E-
ELAN, which enhances learning capabilities through group convolution without disrupting gradient 
flow paths. Furthermore, it employs a strategy of using coarse features from the neck for the auxiliary 
head and fine features for the lead head, which improves accuracy for objects of varying sizes. YOLOv7 
improves model stability and accuracy by using both auxiliary and lead heads, making it a significant 
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advancement in real-time object detection [15].

3) YOLOv8n
YOLOv8 is an advanced real-time object detection model that enhances YOLOv5 architecture with 
additional features. It improves detection accuracy by fusing con textual information with high-level 
features using the C2f module (cross-stage partial bottleneck with two convolutions). YOLOv8 achieves 
higher accuracy by processing objectness, classification, and regression tasks independently through the 
use of a decoupled head and an anchor-free model approach. The model uses the softmax function for 
class probabilities and the sigmoid function for objectness score activation in the output layer. Moreover, 
YOLOv8 incorporates sophisticated loss functions for classification loss and bounding box loss, such as 
DFL and CIoU, which enhance object detection, especially for small objects [22]. 
YOLOv8n is a lightweight version of YOLOv8 that is optimized for speed and efficiency. YOLOv8n ac
quires residual features using an innovative C2f structure that preserves gradient-flow information while 
ensuring a lightweight design [26]. However, the YOLOv8n archi tecture achieves high accuracy on 
object detection tasks, making it an excellent choice for applications requiring speed and efficiency, such 
as real-time object detection on mobile devices.

4) EfficientDet-d0
EfficientDet uses the EfficientNet technique as the basis of its architecture, which is a CNN model 
designed to improve computational efficiency with respect to limited computing resources. In addition, 
the EfficientDet architecture also uses the BiFPN technique to combine features from different levels of 
image resolution and produce richer and more representative features [27]. EfficientDet uses twoheads 
namely, Classification and Regression head. Clas sification Head is responsible for classifying the 
detected objects into predefined classes. The Classification Head generates confidence scores for each 
class of objects to be detected, allowing EfficientDet to recognize objects more accurately. The 
Regression Head is responsible for generating bounding box coordinates for each detected object, thus 
allowing EfficientDet to recognize objects more precisely [13].

5) Model Implementation
This research refrains from using pre-trained weights or transfer learning due to the following reasons. 
Pretrained models are tailored to broader datasets like COCO, resulting in inefficient feature extraction 
for banknotes. Moreover, the absence of pre-trained models for banknote detection limits the advantages 
of transfer learning [28]. To address these challenges, we opt for a training-from-scratch approach, 
enabling custom model design specifically tuned to banknotes’ unique characteristics, reducing 
uncertainty, and enhancing efficiency. 
The experimentation process takes place on the Google Colab platform, which offers a cloud-based and 
collaborative environment for research and development. Google Colab is favored for its accessibility, 
as it provides a free and powerful computing resource, particularly beneficial for resource-intensive 
tasks like deep learning [29]. The use of Google Colab eliminates the need for extensive local hardware 
and eases the setup process. The chosen framework, PyTorch, continues to serve as the foundation for 
model development and evaluation, as it is fully compatible with Google Colab [29]. 
Two main experiments were conducted regarding model training. First, model training was conducted 
without augmented data, which means that the training data was not increased by adding variance or 
diversity. Second, model training was conducted with augmented data, where vari ous augmentation 
operations were applied to the training data to introduce variety and diversity into the dataset. 
Furthermore, both experiments involve a hyperparameter tuning process. Hyperparameter tuning is the 



International Journal of Computing and Digital Systems (IJCDS) (Volume - 13, Issue - 03, Sep-Dec 2024)                                         Page No -  42

ISSN 2210-142X

process of optimizing key parameters of the model, such as the number of training epochs (the number of 
iterations through the entire training dataset) and the learning rate (the rate at which the model learns 
from the data), to achieve optimal model performance. In the context of this research, the focus of 
hyperparameter tuning is to fine-tune these parameters so that the model can achieve maximum 
performance in detecting Indonesian Rupiah banknotes.

D. Evaluation
During the assessment step, several metrics are employed to comprehensively examine the performance 
of the developed object detection model. The mAP is the fundamental statistic for measuring 
performance. mAP is a widely used object detection assessment metric. The average precision (AP) 
throughout all classes is calculated by mAP at a given IoU threshold [30].
The evaluation results are graphed to provide an in depth overview of the model’s efficacy. The graph 
displays mean Average Precision (mAP) scores at different IoU thresholds, with a focus on mAP@0.5 
and mAP@0.5:0.95. ”mAP@0.5” denotes the average mAP at an IoU threshold of 0.5, whereas 
”mAP@0.5:0.95” denotes the average mAP calculated with a step size of 0.05 across multiple IoU 
thresholds ranging from 0.5 to 0.95 [31]. This graph serves as a valuable tool for conducting a nuanced 
analysis of the model’s precision-recall trade-off at different IoU levels, allowing for a deeper 
understanding of its accuracy under varying conditions.
The loss function, with its components ”box,” ”obj” (objectness), and ”cls” (classification), is integral to 
the training and evaluation of object detection models and is visualized as a loss graph to represent its 
performance over time. The ”box” component quantifies errors in bounding box localization, ensuring 
alignment with ground truth [32]. ”Obj” assesses the model’s ability to distinguish objects from non-
objects, contributing to accurate identification [32]. Meanwhile, ”cls” gauges the model’s proficiency in 
categorizing objects into predefined classes [32]. Examining these loss functions in both training and 
validation phases through the loss graph offers valuable insights into the model’s capacity to localize 
objects effectively, discern their presence, and achieve precise classification, aiding in model refinement 
and optimization.
During testing, images from the dataset are processed through the model, generating prediction results 
that are meticulously compared with the ground truth labels within the dataset. This assessment 
calculates key performance indicators such as precision and recall at varying thresholds. Moreover, the 
mAP@0.5 and mAP@0.5:0.95 score for the testing is calculated based on the precision and recall met
rics obtained, signifying the model’s overall performance. Average inference time per image is a crucial 
metric that indicates the efficiency of a device in completing image processing tasks. It reflects the speed 
at which the device can process images, with faster inference times indicating better performance. In the 
context of analyzing the results of inference time measurements on test data, an evaluation was 
conducted. These measurements, recorded in milliseconds (ms), encompassed both model 
implementations without and with the application of data augmentation. The test data comprised 210 
images depicting various scenarios. Each processed image was timed from the moment it entered the 
processing phase until the result was available, providing insights into the efficiency of the models in 
completing object detection tasks. 

4. RESULT AND ANALYSIS
In this section, we present the results and analysis of the experiments conducted using YOLOv5, 
YOLOv7, YOLOv8 and EfficientDet, with and without data augmentation. The experiments were 
carried out with specific hyperparameters, including 320 epochs, an image size of 640x640, and a batch 
size of 16. The evaluation metrics used for  analysis include Precision (P), Recall (R), mAP@0.5, and 
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mAP@0.5:0.95.

A. Training and Validation Results
1) YOLOv5
a) Without Augmentation
The results for YOLOv5 without data augmentation in the validation set are presented in the Table ??. 
The line graph shown in Figure 3 presents YOLOv5 performance without data augmentation.

Figure 3. YOLOv5 Results without Data Augmentation

TABLE II. YOLOv5 without Data Augmentation

b) With Augmentation
The results for YOLOv5 with data augmentation in the validation set are presented in Table ??. The line 
graph shown in Figure 4 presents YOLOv5 performance with data augmentation.



International Journal of Computing and Digital Systems (IJCDS) (Volume - 13, Issue - 03, Sep-Dec 2024)                                           Page No - 44  

ISSN 2210-142X

Figure 4. YOLOv5 Results with Data Augmentation

TABLE III. YOLOv5 with Data Augmentation

2) YOLOv7

a) Without Augmentation
The results for YOLOv7 without data augmentation in the validation set are presented in the Table IV. 
The linegraph shown in Figure 5 presents YOLOv7 performancewithout data augmentation.
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Figure 5. YOLOv7 Results without Data Augmentation

b) With Augmentation
The results for YOLOv7 with data augmentation in the validation set are presented in the Table ??. The 
line graph shown in Figure 6 presents YOLOv7 performance with data augmentation.

TABLE IV. YOLOv7 without Data Augmentation

Figure 6. YOLOv7 Results with Data Augmentation
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TABLE V. YOLOv7 with Data Augmentation

3) YOLOv8

a) Without Augmentation
The results for YOLOv8 without data augmentation in the validation set are presented in the Table VI. 
The line graph shown in Figure 7 presents YOLOv8 performance without data augmentation.

Figure 7. YOLOv8 Results without Data Augmentation
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TABLE VI. YOLOv8 without Data Augmentation

b) With Augmentation
The results for YOLOv8 with data augmentation in the validation set are presented in the Table ??. The 
line graph shown in Figure 8 presents YOLOv8 performance with data augmentation.

Figure 8. YOLOv8 Results with Data Augmentation
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TABLE VII. YOLOv8 with Data Augmentation

4) EfficientDet
The results for EfficientDet without and with data augmentation in the validation set are presented in 
Table VIII. The line graph shown in Figure 9 illustrates EfficientDet performance without data 
augmentation, while Figure 10 presents EfficientDet performance with data augmentation.

TABLE VIII. EfficientDet Validation Results

B. Testing Results
The testing results for each model, both with and without data augmentation, are summarized in Table 
IX. 

C. Inference Time Results
The average inference time for each model, both with and without data augmentation, are summarized in 
Table X.

D. Analysis
In this section, we provide a comprehensive analysis of the results, covering the performance of each 
model, theimpact of data augmentation.

1) Model Performance
YOLOv5 also performs well in both validation and testing scenarios, and its performance benefits signif
icantly from data augmentation. When augmentation is applied, YOLOv5 achieves notable 
improvements in mAP@0.5:0.95, particularly for specific classes. This sug gests that YOLOv5 is 
adaptive and can benefit from addi tional data during training. It offers a good balance between 
performance and adaptability, making it a strong choice  
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Figure 9. EfficientDet without Data Augmentation

TABLE IX. Testing Results
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Figure 10. EfficientDet Results with Data Augmentation

TABLE X. Inference Time Results

for various applications. While YOLOv5’s performance is commendable, it falls slightly behind 
YOLOv8, which maintains consistent performance without augmentation. 
YOLOv7 exhibits strong performance, especially when data augmentation is applied, resulting in higher 
mAP@0.5 and mAP@0.5:0.95 scores. However, when compared to YOLOv8 and YOLOv5, YOLOv7 
falls slightly behind in terms of overall performance. While YOLOv7 offers good results and benefits 
from data augmentation, it does not outperform YOLOv8 and YOLOv5. Slightly lower mAP scores 
suggest that, in comparison, YOLOv7 may have limitations in specific scenarios where the highest 
precision and recall are critical.
YOLOv8 demonstrates consistent and robust performance in both validation and testing scenarios. The 

mailto:mAP@0.5
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model excels without the need for data augmentation, showcasing its inherent strength. This is a 
significant advantage, as it implies that YOLOv8 can perform reliably in a wide range of real-world 
applications where augmenting data might not always be feasible or practical. YOLOv8 maintains high 
precision and recall across various classes, making it a top performer.
Meanwhile, EfficientDet shows a lower level of accu racy both in validation and testing without 
augmentation. However, with data augmentation, there was a significant improvement. Loss function 
analysis shows that augmentation has a positive impact on EfficientDet, improving object classification 
and reducing total loss. 

2) Model Efficiency
YOLOv5 exhibited an average inference time of 6.7 ms without data augmentation and 6.5 ms with data 
augmentation. In comparison, the YOLOv7 model achieved an average inference time of 5.8 ms without 
data augmentation and 6.1 ms with data augmentation. On the other hand, YOLOv8 demonstrated an 
average inference time of 7.8 ms without data augmentation and 8.2 ms with data augmentation. With 
superior inference time efficiency, EfficientDet showed the best performance. It achieved the average in
ference time of 4.9 ms without data augmentation, and 4.5 ms with data augmentation. EfficientDet 
emerged as a highly efficient choice for inference time, with stable performance across the test scenarios. 
However, the decision in choosing the best model should consider the balance between accuracy and 
efficiency.

3) Impact of Data Augmentation
Comparing the results with and without data augmenta tion across all models, it’s evident that data 
augmentation significantly impacts the model’s performance, particularly in terms of mAP@0.50:0.95. 
Augmentation enhances the models’ ability to generalize and detect objects under various conditions, 
resulting in higher precision and recall. 
The analysis of loss functions reveals the positive impact of augmentation, particularly on YOLOv5 and 
EfficientDet models, enhancing object classification and reducing total loss. These findings offer 
valuable insights into the effectiveness and adaptability of each model in the banknote object detection 
task. Overall, the addition of data augmentation proves beneficial for all models, particularly in 
scenarios with tighter Intersection over Union (IOU) thresholds. 
Specifically, YOLOv5 exhibits a notable increase in mAP@0.5:0.95 when augmentation is applied, 
showcasing its adaptability to additional training data. Simi larly, YOLOv7 demonstrates significant 
improvement in mAP@0.5:0.95 with augmentation, indicating the model’s responsiveness to data 
enrichment. Although YOLOv8 maintains high performance even without augmentation, it still benefits 
from data augmentation, although with less pronounced differences in performance, suggesting its 
robustness and generalization capabilities. Notably, EfficientDet shows a dramatic improvement with 
augmentation, emphasizing its responsiveness to enhanced training data.
These results underscore the importance of augmen tation in enhancing object detection performance 
across different models. They provide comprehensive insights into the effectiveness and adaptability of 
each model in object detection tasks, emphasizing the value of data augmentation in improving model 
performance and adaptability to diverse scenarios.

4) Hyperparameter Tuning
Hyperparameter tuning plays a crucial role in optimizing the performance of deep learning models. 
Throughout this research, extensive efforts were dedicated to fine-tuning these parameters. It’s 
noteworthy that despite these efforts, the default hyperparameters provided for the models consistently 
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produced the best results. The number of epochs chosen for training was set to 320, based on empirical 
evidence indicating that YOLOv5, the baseline model, achieved its highest accuracy at this epoch count. 
This decision aimed to allow the model to iterate sufficiently through the training data to converge to its 
optimal performance. Regarding the learning rate, a value of 0.01 was used for all models. 
Experimentation with different rates, including 0.1 and 0.05 for YOLOv5, did not yield satisfactory 
results. Higher learning rates may lead to faster convergence but can also cause overshooting or 
suboptimal solutions. Conversely, lower learning rates promote smoother convergence and better 
generalization to unseen data. By selecting a learning rate of 0.01, the aim was to strike a balance 
between con vergence speed and generalization ability, ensuring robust performance across diverse 
datasets and conditions. Despite the exploration of alternative rates, the default value con sistently 
demonstrated superior accuracy and generalization capabilities. 

5. CONCLUSIONS AND FUTURE WORK
In this study, our primary objective was to evaluate the performance of cutting-edge object detection 
mod els—YOLOv5, YOLOv7, YOLOv8 and EfficientDet—in the context of Indonesian Rupiah 
banknote detection. Our findings indicate that YOLOv8n stands out as the top performer in terms of 
accuracy, consistently deliver ing robust results with remarkable precision and recall. YOLOv8n 
achieved an outstanding mAP@0.5 of 0.995 and mAP@0.5:0.95 of 0.995, both with and without data 
augmentation, highlighting its exceptional accuracy. YOLOv5n also performed admirably, showcasing 
adaptability to addi tional training data and substantial improvement with data augmentation. Without 
augmentation, it achieved  of 0.995 and mAP@0.5:0.95 of 0.941, while with augmentation, it mAP@0.5
reached mAP@0.5 of 0.995 and mAP@0.5:0.95 of 0.975, emphasizing its high precision and recall. 
YOLOv7- tiny demonstrated strong performance, particularly with data augmentation, achieving a 
notable mAP@0.5 of 0.997 and mAP@0.5:0.95 of 0.927 without augmentation, and mAP@0.5 of 0.998 
and mAP@0.5:0.95 of 0.954 with augmentation, though it slightly trailed YOLOv8n and YOLOv5n in 
overall performance. However, the Efficient Det model does not match the performance of the other 
three models, with mAP@0.5 and mAP@0.5:0.95 values of 0.740 and 0.632, even with the application 
of data augmentation. Data augmentation significantly enhanced model performance, improving their 
generalization and ob ject detection capabilities, with YOLOv5 and EfficientDet benefiting the most 
from increased data diversity. 
In terms of inference time, EfficientDet stands out as a highly efficient model with the lowest time of 4.9 
ms without augmentation and 4.5 ms with augmentation. However, it should be noted that this advantage 
comes with low accuracy. YOLOv7 also proved to be efficient with an inference time of 5.8 ms without 
augmentation and 6.1 ms with augmentation, making it the second most efficient model. YOLOv5 
shows quite good efficiency with an inference time of about 6.7 ms without augmentation and 6.5 ms 
with augmentation. On the other hand, YOLOv8, although slightly less efficient, provides adequate 
perfor mance with an inference time of about 7.8 ms without augmentation and 8.2 ms with 
augmentation. In choosing the best model, consideration is needed regarding the bal ance between 
accuracy and efficiency of i ference time. The YOLOv8 and YOLOv5 models can be considered as 
superior choices, depending on the prioritization between accuracy and efficiency. 
Future work includes developing a mobile app with the most effective model for real-time Indonesian 
Rupiah banknote recognition, prioritizing mobile optimization, user feedback, and usability 
enhancements. Integration of fea tures such as voice commands and multi-currency support will be 
explored. Extensive real-world testing with visually impaired users is planned to validate the app’s 
effectiveness in improving their financial independence and daily transaction experiences.

mailto:mAP@0.5
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6. LIMITATIONS AND CHALLENGES
The data collection process had limitations that could have influenced the dataset’s representativeness 
and generalizability. Sampling bias was a concern due to limitations in capturing diverse scenarios and 
differences in image quality from mobile phone cameras. While efforts were made to include a wide 
range of environmental conditions and lighting scenarios in the dataset, it’s possible that some 
conditions were not adequately represented. Furthermore, focusing solely on 2022 Rupiah banknotes 
and taking separate images for each denomination may result in im balances. Additionally, ensuring 
consistency and accuracy in the manual annotation and labeling process posed challenges, potentially 
affecting dataset reliability. Recognizing these challenges is essential to improving the quality of 
datasets and guaranteeing the validity of research findings.
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1. INTRODUCTION
In light of the vast and ever-expanding array of products and services available today, Recommender 
Systems (RS) have become indispensable across a range of sectors, includ ing ecommerce, video 
content, cinema, travel, and, notably, the gaming industry. RS belong to the category of data fil tering 
systems, and their primary function is to provide user specific recommendations based on individual 
preferences [1]. The adoption of RSs offers two significant advantages: firstly, they streamline the user 
experience by minimizing the time and effort required to find desired items, and sec ondly, they 
contribute to increased company sales and rev enue generation. Classical Recommender Systems 
primarily rely on just two key dimensions: the user dimension and the item dimension, to offer 
personalized recommendations. In the content-based approach [2], a more detailed strategy is employed. 
This method incorporates both item features and user profiles in the recommendation process. By 
analyzing the characteristics of items and the preferences and behavior of users, content-based systems 
provide recommendations that are tailored to individual users based on the content. 

ABSTRACT

Context-aware recommender systems (CARS) aim to offer personalized recommendations by 

incorporating user contextual information through analysis. By analyzing these contextual cues, CARS 

can better understand the preferences and needs of users in different situations, thereby improving the 

relevance and effectiveness of the recommendations they provide. However, integrating contextual 

information into a recommendation system presents challenges due to the potential increase in the 

sparsity and dimensionality. Recent studies have demonstrated that representing user context as a latent 

vector can effectively address these kinds of issues. In fact, models such as Factorization Machines (FMs) 

have been widely used due to their effectiveness and their ability to tackle sparsity and to reduce feature 

space into a condensed latent space. Despite these advantages, FMs encounter limitations when dealing 

with higher-order feature interactions, since the model’s design, primarily focused on second-order 

interactions. Furthermore, a significant drawback of FMs is their inability to distinguish between 

different contexts effectively. By utilizing a uniform latent space to model interactions across all features, 

FMs overlook the nuanced differences that distinct contexts bring to the interactions. This article 

introduces a CARS model called Deep Context-Based Factorization Machines (DeepCBFM). The 

DeepCBFM combines the power of deep learning with an extended version of Factorization Machines 

(FMs) to model non-linear feature interactions among user, item, and contextual dimensions. 

Additionally, it addresses specific shortcomings of FMs with the goal of enhancing recommendation 

accuracy. We implemented our method using two datasets that incorporate contextual information, each 

having distinct context dimensions. Experimental findings demonstrate that the DeepCBFM model 

surpasses baseline models, thereby validating its efficacy. 

Keywords: Recommender systems, Context Aware Recommender Systems, Factorization Machines, 

Context-Based Factorization Machines, Deep Learning, DNNs  
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Conversely, Collaborative filtering approaches [3] take a dif ferent route. They don’t require detailed 
information about users or items. Instead, they depend on user ratings to assess preferences for specific 
items. However, these approaches have shortcomings because they overlook various factors that can 
impact a user’s preferences, such as the contextual factor. For example, a father’s movie preference may 
shift based on whether he’s watching alone or with his kids, with context (like the presence of 
companions) influencing his choices.
Recommendation systems often face two primary chal lenges: sparsity and high dimensionality in the 
data. Sparsity arises when there are limited interactions or ratings between users and items, while high 
dimensionality results from the addition of contextual information, which effectively increases the 
number of dimensions in the dataset. Paradoxically, incorporating contextual data can exacerbate the 
sparsity issue by introducing more dimensions to the data, further complicating the recommendation 
process. Sparsity refers to the situation where there are significant missing data points in a dataset, while 
high dimensionality results from the addition of new features, which effectively increases the number of 
dimensions. 
Factorization Machines FM [4] which is a supervised al gorithm effectively resolves aforementioned 
problems and delivers impressive performance. This method involves the transformation of user-item 
dimensions into latent spaces, creating a low-dimensional representation of the data. The majority of 
research within the realm of CARSs [5] has been dedicated to improving and advancing Factorization 
Machines. One of the primary drawbacks of FM is its reliance on a fixed interaction function, often an 
inner product, to estimate high-order interactions between User and Item. This fixed function may not 
adequately cap ture the complexity and nuances of real-world user-item relationships. High-order 
interactions refer to interactions among three or more features. For example, in a movie recommendation 
system, a second-order interaction might consider how the genre and the director of a movie affect its 
rating. A high-order interaction could look at how the genre, director, user age and time of day together 
influence the rating. These interactions can provide more nuanced insights and improve the predictive 
performance of the model. However, capturing and utilizing these higherorder interactions effectively is 
challenging, primarily due to computational complexity, data sparsity, and the potential for model 
overfitting. The computational cost of explicitly modeling high-order interactions increases 
exponentially with the order of interaction. For an interaction of order n, a naive approach would require 
considering all n-way combinations of features, which becomes computationally infeasible for large n. 
This complexity is further compounded by the sparsity of datasets, where occurrences of higher-order 
feature combinations are rare, complicating the learning process. Moreover, as the model complexity 
rises with the inclusion of higher-order interactions, the risk of overfitting intensifies, particularly in 
scenarios where the available dataset is insufficient to train the model on a multitude of parameters, 
undermining the model’s generalizability and effectiveness. All this can result in less accurate 
recommendations compared to more advanced techniques that can better model the complexities of user
item interactions. Moreover, FM employs a single latent vector even when dealing with features 
originating from distinct contextual dimensions or contexts. This can be a limitation of FM, since it tends 
to overlook the fact that features may exhibit distinct behavior when interacting with features from 
separate contexts. This lack of context awareness can limit FM’s ability to capture the nuanced 
interactions that occur between features across different contexts. The main contributions proposed by 
the present work are:
- New Context-Aware Recommender Model: The main contribution is the introduction of a new context-
aware recommender model. This model combines Deep Neural Networks (DNNs) and Factorization 
Machines (Fms). This hybrid approach likely aims to capitalize on the strengths of both DNNs and FMs 
to enhance CARS performance.
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This approach considers additional information, like time, companion, location, etc., in order to provide 
personalized recommendations.
- Exploiting Deep Learning Techniques: The second contribution is the utilization of DNN to capture 
non-linear feature interactions. This is important because deep learning models are known for their 
capability to capture intricate patterns in data. By doing so, the proposed model can address some of the 
limitations associated with traditional Factorization Machines, which may struggle with modeling
higher-order interactions. 
- New Variant of FM for CARSs: The final contribution is the introduction of a new variant of 
Factorization Machines specifically adapted to Context Aware Recommender Systems (CARSs). This 
variant is designed to capture the differences between different contexts and also to capture low order 
feature interactions.
The remainder of this paper is organized as follows: Section 2 provides a review of related works. 
Section 3 presents the proposed model (Deep Context-Based Factorization Machines model). Section 4 
analyses results. Finally, the last section presents a conclusion of the realized work. 

2. RELATED WORKS
Recently, many studies have been presented to enhance the exactness and the efficiency of 
recommenders, either by improving FM, which is a reference algorithm, by exploiting the strengths of 
deep learning or by using new methods.
Cheng et al. [6] presented a Wide and deep learning model, that uses the wide linear model to memorize 
the interaction of features and deep learning DNNs for feature generalization. The model was evaluated 
using PlayStore, the outcomes demonstrate that the model increased the acquisitions of apps.
Guo et al. [7] presented a Deep FM algorithm, which merges the power of FMs and DNNs to improve 
recommen dation performances with less manual feature engineering work. Both components of the 
model were trained jointly in order to gain in terms of performance and also to capture high order 
interactions.
Xiao et al. [8] presented an Attentional FM model, which captures the strengths of interactions between 
features using neural attention networks. The model tries to enhance FM by improving the 
interpretability and the representation ability of a FM algorithm.
Lian et al. [9] introduced the Compressed Interaction Net work(CIN) and integrated it with DNN to 
develop a unified approach. This approach strives to autonomously acquire the interaction between 
features in a direct manner, thereby circumventing the need for feature engineering.
Song et al. [10] presented a CTR model using a selfattentive neural network called AutoInt. It learns auto 
matically high order by allowing the interaction between features for relevance determination.
Yu et al. [11] presented a Input aware Factorization Machine to enhance FMs by considering the inputs 
influence on feature representations. The model uses neural networks to learn the input factors of each 
features in several instances. The model endeavors to augment predictive capability while preserving the 
linear complexity of the traditional FM.
Pan et al. [12] presented Field-weighted FM for recommendation in display advertising field. The model 
is an extension of FM that aims to capture the importance of interaction of different pairs of fields in 
reasonable complexity time.
Trigeorgis et al. [13] presented a deep MF to learn attribute representations. The model uses a semi Non-
Negative Matrix Factorization algorithm to model representations of low dimensions.
Lara-Cabrera et al. [14] presented a collaborative filtering Recommender System that exploits DNNs 
and FMs to enhance recommendations precision. The method uses a deep learning paradigm not to 
capture high order features but to improve the MF model.
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Ez-Zahout et al. [15] presented a hybrid movie Recommender System based on Matrix Factorization and 
KNN.
The model provides recommendation to a user by calculat ing movies similarity and generating top k 
movies.
While prior research has demonstrated strong results in terms of accuracy, performance, and 
interpretability in recommendation systems, they have generally overlooked the significant influence of 
contextual factors on user behaviors. In response to this limitation, other researchers have made efforts 
to incorporate contextual data into the recommenda tion process with the aim of achieving improved 
outcomes, based on Matrix Factorization and Factorization Machines. For instance, Baltrunas et al. [16] 
proposed a CARS model based on Matrix Factorization. This model takes into ac count the interplay 
between contexts and ratings given to items by using extra additional parameters. One key benefit of this 
solution is its lower computational overhead, and it also offers the flexibility to depict the interaction 
between context and items at various levels of detail or granularity. In their work, Madani and Ez-zahout 
[17] proposed a CARS model that utilizes a BERT model for personalized NER. The model enables the 
automatic extraction of contextual information. Furthermore, the authors adapted traditional 
Factorization Machines to accommodate contextual information, enhancing their capability to provide 
accurate rating predictions.
Casillo et al. [18], presented a CARS that leverages em bedded context likely involves integrating 
contextual data directly in recommendations to enhance the system’s performance. In this work, instead 
of treating contextual information as an external or additional input to the recommendation model, the 
system incorporates this context within the model itself. Moreover, the method leverages matrix 
factorization’s computational efficiency to address scalability issues. While Matrix Factorization and 
Factorization Machines offer advantages, they encounter challenges when it comes to capturing the 
intricacies of non-linear feature interactions in the learning process. Numerous researchers have 
endeavored to harness the capabilities of deep learning in crafting more intricate context-aware 
recommender mod els, aiming to address the complexities posed by non-linear problems in 
recommendation systems.
Jeong et al. [19] introduced a context-aware recommender system leveraging deep learning techniques. 
This approach considers contextual features to enhance recommendation accuracy. The model 
integrates a neural network and au toencoder, leveraging established deep learning architec tures. 
Through this combination, the model effectively extracts distinctive features and forecasts scores during 
the input data restoration process. Notably, the proposed model exhibits versatility in accommodating 
diverse contextual information types.
Sattar and Bacciu [20] introduced a Context-Aware Graph Convolutional Matrix Completion method. 
This approach encompasses a comprehensive understanding of graph struc tures by integrating user 
preferences, contextual cues conveyed through edges. Through a graph encoder mechanism, it generates 
nuanced representations of users and items by taking into account contextual cues, inherent features, and 
user opinions. These representations are aggregated and fed into the decoder, which predicts ratings.
VU et al. [21] introduced an innovative strategy that lever ages deep learning for the development of 
context aware multi criteria recommender systems. In their approach, DNN models play a pivotal role in 
predicting context aware multi criteria ratings and learning the aggregation function. The study 
effectively demonstrates the incorporation of contextual information into Multi Criteria Recommender 
Systems (MCRSs) through the application of DNN models. Specifically, they showcased the utility of 
DNN models in forecasting context aware multi criteria ratings and acquir ing insights into the 
aggregation function. 
Vaghari et al. [22]proposed a novel context-aware frame work aimed at enhancing the precision of 
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machine learning models in the identification of disease patterns. Their approach, characterized by the 
integration of multi-modal data sources, seeks to harness the synergistic effects of combining genetic, 
clinical, and environmental information.This comprehensive model not only improves 
diagnosticaccuracy but also tailors therapeutic interventions to in dividual patient profiles, thereby 
advancing personalized medicine. However, the application of this model faces certain limitations, 
including the high computational cost associated with processing large multimodal datasets and the 
potential for biases inherent in incomplete or unrepre sentative data. Addressing these challenges is 
crucial for ensuring the scalability and reliability of the framework in diverse clinical settings.
Vecchia et al. [23] proposed a groundbreaking model that leverages advanced computational techniques 
to enhance the accuracy of climate prediction models. Their approach, based on integrating satellite data 
with terrestrial observation networks, aims to fill critical gaps in meteorological data availability. This 
integration allows for a more com  prehensive understanding of climatic patterns, facilitating better-
informed decisions in climate-sensitive sectors such as agriculture and water resource management. 
However, the model also faces several limitations. One significant challenge is the potential for 
discrepancies and errors in satellite data, which can affect overall model accuracy. Additionally, the 
integration of heterogeneous data sources raises concerns about data compatibility and processing 
complexities. These challenges highlight the need for ongoing refinement of data integration techniques 
and the development of more robust error-correction algorithms to ensure the reliability and precision of 
climate forecasts. 
Dilekh et al. [24] proposed a context-aware personalized recommendation system for smart homes, 
demonstrating the application of the FP-Growth algorithm and a Generalized Linear Model (GLM) to 
derive and utilize association rules for user behavior. Their study, which focused on a single user 
scenario, highlighted the system’s high accuracy and favorable precision/recall metrics, underscoring its 
effective ness. Despite its achievements, the research acknowledged limitations, particularly its 
application within a single-user context, which may not fully capture the complexities of multi-user 
environments. Furthermore, the adaptability of the system to evolving user behaviors and the balance 
between personalization and privacy were not extensively tested. The integration of the system into 
broader smart home ecosystems and its interaction with various devices and platforms also remain areas 
for future exploration. 
Previous research heavily relied on deep learning as the primary method for generating 
recommendations but failed to adequately address the challenges of sparsity and high dimensionality in 
real-world datasets. Unlike prior studies, our objective is to introduce a pioneering context-aware 
recommender system that specifically tackles the shortcom ings of Factorization Machines (FMs) by 
harnessing the capabilities of Deep Neural Networks. Additionally, our aim is to unveil an evolved FM 
variant optimized for CARS. This refined FM version excels in capturing intricate feature interactions, 
spanning across both low and high orders. More detailed insights into the DeepCBFM model will be 
elaborated upon in the subsequent section.

3. PROPOSED MODEL
Our main goal is to develop an advanced recommender system that not only utilizes traditional user and 
item data but also integrates contextual information to gain a deeper understanding of user behaviors 
across diverse scenarios. This holistic approach enables us to deliver personalized recommendations 
tailored to individual user preferences and needs. In pursuit of this goal, we introduce the Deep Context-
Based Factorization Machines Model (DeepCBFM), a fusion of Factorization Machines(FM) and deep 
learning techniques. 
Illustrated in figure 1 is the model architecture comprising two simultaneous components: the primary 
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CBFM component and the secondary deep component. The CBFM element expands upon Factorization 
Machines (FM) to capture second-order interactions, meanwhile the deep element

Figure 1. The architecture of the DeepCBFM

focuses on modeling higher-order feature interactions. Both elements utilize common input and 
embedding layers, and the model’s ultimate prediction results from the combined outputs of these two 
components. This section provides a comprehensive breakdown of each component within the proposed 
model.

A. CBFM component
In previous works, Linear regression (LR) model has been widely employed in ratings prediction 
[25][26]. To predict ratings LR uses a linear combination of features as shown in the equation below: 

However, the LR model does not perform well since it does not consider the interaction between 
features, which is crucial. Poly2 models [27] tackle this problem by adding order-2 feature interactions 
to the above equation, which gives as a result:

However, it is clear that this method suffers from some drawbacks. For instance, the interaction 
parameters of features can be trained only when these features appear in the same record, which means 
that unseen features will have insignificant predictions. The FM model outperforms Poly2 especially 
when the model deals with sparse data. 
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FM calculates interactions between two features via the dot product of their corresponding latent 
vectors. FM equation is stated as:

FM can train embedding vector vi(vj) even if it never or rarely appeared in the data. To learn the effect of 
latent between features, FM uses only one latent vector even for features from different contexts. For 
instance, when computing interactions among three contexts (Day, Companion, and Mood), FM utilizes 
the same embed ding vector for Monday to capture its latent effects when paired with Companion < 
vMonday, vS on > and also with Mood < vMonday, vHappy >, despite these contexts being distinct. This 
approach overlooks the nuanced behavior of features when they interact across different contexts. To 
verify this observation, we utilize ANOVA, a statistical method developed by Ronald Fisher in the early 
20th century. ANOVA is employed to detect and showcase potential similarities or differences in specific 
aspects within a studied population through variance analysis. The formula of ANOVA is defined as 
follow: 

We do not use ANOVA method to verify the existence of relationship between two features, but simply to 
capture the difference of features interaction strength. We conduct this experiment on DePaulMovie 
dataset [28]. Figure 2 shows the obtained results from the interaction of three contexts namely Time, 
Location and Companion using ANOVA twoway. This statistical tool helps us to compute the interaction 
strength between two contexts (Ci , Cj) and an outcome Y.

Figure 2. Interaction between contexts

As we can see, the interaction between features is expressed in P value, when the P value is under 0,05 it 
means that the interaction is significant, otherwise, there is no significant interaction between features. 
For the first interaction between Time and Location the P value achieves 0.04 which means inferior to 
0.05 so Therefore, the interaction effect between these two contexts is considered significant. For the 
second interaction (Time, Companion) and the third interaction (Location, Companion), the obtained 
values are higher than 0.05 which means that, there is no significant interaction between these two pairs 
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of contexts. The primary conclusion drawn from this experiment is that variables exhibit varying 
interaction patterns when paired with variables from distinct contexts. Addressing the limitations of FM 
highlighted earlier, we introduce an enhanced version termed CBFM. This extension of FM incorporates 
extra weights to discern variations between contexts and to dis tinguish the latent vectors of a feature 
when it interacts with other features from different contexts. Within our model, the primary goal of the 
CBFM component is to capture second order feature interactions while accommodating contextual 
differences. The equation of CBFM is stated as:

Where w0 and w are respectively the bais term and weights of feature vectors, vi, vj the latent vectors of f 
eaturei , f eaturej , wc(i) , wc(j) ∈ R are weights to capture the importance between conte xt(i) and conte 
xt(j).

B. Deep component
To model nonlinear feature interactions, we present a feed forward neural network [7]. In the initial 
phase of the deep component, sparse input features are converted into dense vectors through an 
embedding process. The original input vector is often characterized by high sparsity and dimensionality, 
encompassing a variety of data types (both categorical and continuous), and organized by contextual 
groupings like time, weather, and more. This scenario necessitates the use of an embedding layer to 
condense the input vector into a compact, dense form, facilitating its introduction to the first hidden layer 
for further processing. It’s important to highlight that FM and deep components utilize shared feature 
embeddings due to two primary considerations: Firstly, by using the same embeddings, both the FM and 
deep components operate on a unified representation of the input features. This ensures consistency in 
how features are interpreted across different parts of the model, facilitating a more cohesive learning 
process. Embeddings capture the essence of each feature in a lower-dimensional space, preserving 
semantic relationships between features. 
When these embeddings are shared, it ensures that both the FM component, which excels at capturing 
second order interactions, and the deep component, which models complex, non-linear relationships, 
base their computations on the same foundational understanding of the data. 
Secondly, sharing embeddings between components simpli fies the overall architecture of the model. 
Instead of having separate mechanisms for translating raw features into a format suitable for each 
component, the model centralizes this function in the embedding layer. This not only reduces the number 
of parameters that the model needs to learn, saving computational resources but also streamlines the 
training process, as there is a single source of truth for feature representations. These embedding vectors 
are then concatenated to form a single, dense vector s (0), which serves as the input to the neural network. 
This vector effectively represents your original input data in a dense, lower-dimensional space, 
preserving important information while reducing dimensionality.

l is the contexts’ number, ei embedding feature of i th feature. The concatenated embeddings are fed into 
a feed-forward neural network. This network consists of multiple layers, each designed to capture 
increasingly complex patterns and interactions among the input features. 
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f is the activation function, j is layer depth, W(j) the weight of jth layer, b(j) the bias at the jth layer and s(j) 
the jth layer output. let y (DNN) be the deep layer output, the final prediction of DeepCBFM model is: 

Where σ is the sigmoid function.

4. Results and discussion

A. Datasets
To evaluate the DeepCBFM, two datasets provided by CARSKit [28] are used: The first is the 
DePaulMovie dataset encompasses a total of 5044 movie ratings, of which 1449 are non-contextual, and 
3595 are contextual, based on specific viewing circumstances. This dataset distinguishes between three 
primary contextual dimensions: Location (with options of Home or Cinema), Companion (choices 
include Alone, Family, or Friends), and Time (categorized into Weekend or Weekday). These contextual 
factors enable a nuanced analysis of user preferences, tailored to specific viewing environments and 
social settings, thereby provid ing insights into how different contexts influence movie watching 
experiences. The second is the InCarMusic dataset comprises 4012 ratings collected from 43 users 
across 138 distinct music items, with 1004 ratings categorized as non-contextual and 3010 as contextual, 
reflecting the user’s environment and situation during music listening. It features seven diverse 
contextual dimensions: Driving style (Relaxed or Sport driving), Landscape (Coastline, Countryside, 
Mountains, or Urban), Mood (Active, Happy, Lazy, or Sad), Natural phenomena (Afternoon, Daytime, 
Morning, or Night), Road type (City, Highway, or Serpen tine), Sleepiness (Awake or Sleepy), and 
Weather (Cloudy, Rainy, Snowing, or Sunny). These dimensions allow for a detailed exploration of how 
various driving contexts affect music preferences, facilitating a deeper understanding of user behavior 
and preferences in different driving scenarios. In recommender systems (RS), data is typically structured 
as a rating matrix, with users represented by columns, items by rows, and observed ratings populating the 
matrix cells.
Due to the incomplete nature of user ratings across all items, this matrix often exhibits significant 
sparsity. For context-aware recommendations that incorporate multiple dimensions, data is represented 
using tensors instead of matrices. However, the Factorization Machines (FM) model requires data to be 
formatted as Sparse Feature Vectors, also known as One Hot Encoding, a method predominantly used in 
deep neural network modeling. 
To manage and manipulate the data effectively, we utilize the Pandas library [29], which provides robust 
tools for data analysis, cleaning, exploration, and manipulation. The Sparse Feature Vector 
representation converts the recommendation data into a series of tuples (x, y), where ’x’ is a real-valued 
feature vector and ’y’ the observed rating, enabling the function f(x) = y. This format reframes the 
recommendation challenge as a standard machine learning prediction problem, allowing for the 
straightforward application of conventional machine learning algorithms to the data. Additionally, the 
Sparse Feature Vector format readily accommodates extra contextual dimensions, enhancing the 
model’s capability to handle complex, multi-dimensional datasets effectively.
Table I illustrates more detail about the two datasets. 
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TABLE I. Statistics about the two datasets.

B. Evaluation Measures
To measure DeepCBFM performance the RMSE and R Squared are used: Root Mean Squared Error 
(RMSE) is one of the largest used metrics for regression problems. It is the MSE square root which is 
calculated as the squared differences between actual the target values.

yj is the real value and ̂ yj is the target value.

R-squared (R2) is a statistical measure that shows how close the data are to the regression line.

Where S S R is the sum square of the difference between real and predicted variables, S S T is the total of 
sum squares and y¯ is the mean of all values.

C. Performance Comparisons
To confirm the effectiveness of CBFM and DeepCBFM, we select four baseline models:
FM [4]: Factorization Machines are a well-known method in Collaborative Filtering recommendation 
systems. They work by processing the rating matrix and converting it into a pair of low-rank matrices 
through a transformational procedure.
CBMF [18]: It is an extension of Matrix Factorization adapted with contextual information. 
CANCF [30]: It is a hybrid approach that adapts and repurposes a prefiltering method for integrating 
context. 
CAMCRS [21]: It employs deep learning models to predict ratings while considering contextual factors 
and simultaneously learns how to aggregate this information effectively.

D. Results of the Experiments
For the development environment, we use TensorFlow [31] to implement the model, installed on a 
computer using Windows 10 with 16GB of RAM. The implementation is inspired from [32]. Each 
dataset is splitted to train data (80%) and testing data (20%). The optimization method used is Adam, we 
fix the learning rate to 0.00001. we use a mini-batch of 4096. To avoid the overfitting problem, we use L2 
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regularization. We fine-tune two parameters to extract the best performance of DeepCBFM. The first 
parameter is the embedding size, as shown in figure 3, we observe that the RMSE reaches its lowest 
value when the size is 32, because a large size brings a better representation capacity to the model. 
Secondly, we analyze the dropout parameter, which is used to prevent the overfitting. 

Figure 3. RMSE results of CBFM under the embedding size parameter.

As illustrated in figure 4, the dropout is set to a value

Figure 4. RMSE results of CBFM under the dropout parameter.

between 0 and 0.9 with a jump of 0.1 each time. The results show that the DeepCBFM reaches the lowest 
RMSE value as the dropout equals 0.3, which justify the usefulness of the dropout. As mentioned earlier, 
we conducted a comparative analysis of The DeepCBFM against four models, utilizing 2 distinct 
datasets. Outcomes from both datasets were evaluated based on RMSE and R² metrics. Additionally, a 
specific focus was placed on assessing the effectiveness of the CBFM component in comparison to other 
methodologies, with a particular emphasis on the FM algorithm.
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The RMSE and R-squared results depicted in Figures 5 and 5 offer valuable insights into the 
performance and predictive capability of different models on the DePaulMovie dataset. Firstly, the 
DeepCBFM model’s attainment of the lowest RMSE value of 0.4027 suggests that its predictions are 
closest to the actual ratings compared to other models evalu ated. This signifies the model’s superior 
ability to minimize prediction errors and provide more accurate estimations of movie ratings.
Additionally, the observed favorable outcomes of the Context-based Factorization Machines (CBFM) 
component in contrast to the conventional Factorization Machines (FM) approach highlight the 
significance of considering contextual information in recommendation systems. Contextual factors such 
as user preferences and item characteristics play a crucial role in enhancing predictive accuracy, as 
evidenced by the improved performance of the CBFM com ponent. Moving to the R-squared metric, 
which measures the goodness of fit of the models, the DeepCBFM model’s superiority becomes even 
more pronounced. By surpassing both the CBMF and FM models in terms of R-squared, the DeepCBFM 
model demonstrates its ability to explain a larger proportion of the variability in the ratings. This implies 
that the DeepCBFM model captures more nuanced patterns and underlying relationships within the data, 
leading to better predictions of movie ratings. The substantial margins by which the DeepCBFM model 
outperforms the 

Figure 5. RMSE results obtained for DePaulMovie dataset.

Figure 6. R² results obtained for DePaulMovie dataset.

CBMF and FM models in R-squared further underscore its effectiveness in modeling the complex 
dynamics of movie preferences. Consistent with the findings from the initial dataset, the outcomes from 
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the Music dataset (figure 7 and 8) reaffirm the ranking of performance among all models. 
Notably, the FM model exhibits a decline in results, attributed to the dataset’s inherent high contextual 
dimen sions. Additionally, noteworthy observations include the close similarity in results between 
CBMF and CBFM models. This similarity can be attributed to their shared design focus on capturing 
low-order feature interactions.
Overall, these results not only highlight the superior per formance of the DeepCBFM model but also 
emphasize the importance of incorporating contextual information and leveraging advanced modeling 
techniques, such as deep learning architectures, in recommendation systems. By do ing so, 
recommendation models can better capture the diverse and intricate factors influencing user 
preferences,

Figure 7. RMSE results obtained for InCarMusic dataset.

Figure 8. R² results obtained for InCarMusic dataset.

thereby enhancing the accuracy and effectiveness of movie recommendations for users.

E. Discussion
This research introduces an innovative methodology that integrates deep learning with a specialized 
version of Factorization Machine (FM), named DeepCBFM, designed specifically to enhance the 
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performance of recommendation systems. Traditional methods have frequently struggled to fully 
comprehend and utilize the complex dynamics of contextual information and its profound influence on 
user preferences. Our approach marks a significant departure from these traditional methods, as it not 
only incorporates but also excels in parsing the nuanced interactions among features across diverse 
contexts. This ability to discern how features behave differently when interacting within various 
contextual frameworks is critical because it allows for more tailored and accurate recommendations. 
The results from our study underscore that merging deep learning techniques with factorization 
machines leads to a substantial improve ment in managing datasets characterized by rich contextual 
dimensions. This enhancement is particularly noticeable when contrasting the performance of the 
DeepCBFM model with that of traditional FM methods. Such comparisons highlight the limitations of 
older models in dealing with the complexities inherent in contemporary recommenda tion systems 
environments. Furthermore, the comparison between the CBMF and CBFM models reveals a significant 
insight; while these models perform similarly in terms of low-order feature interactions, it is the high-
order interac tions, which are more complex and less apparent, captured by the DeepCBFM that are 
critical for achieving a higher level of accuracy.
Our investigation provides a comprehensive evaluation of the model’s performance across two distinct 
datasets. However, the question of generalizability remains, given that the findings might be influenced 
by the unique characteristics of the datasets used. Future studies should therefore expand the scope of 
research to include a broader array of datasets, which vary not only in size but also in the complexity of 
contextual information they present. This expansion is essential to validate and possibly enhance the 
efficacy of the DeepCBFM model across different settings and applications.The demonstrated resilience 
of the DeepCBFM model in handling high contextual dimensions opens up new avenues for research, 
particularly in improving rec ommendation systems. Upcoming studies could look into integrating 
additional contextual factors, such as temporal and geographical data, or applying cutting-edge deep 
learning architectures like neural attention mechanisms or generative adversarial networks, which could 
further refine the model’s predictive accuracy. The strong empirical support obtained from analyzing the 
DePaulMovie and InCarMusic datasets highlights the superior predictive capability of the DeepCBFM 
model over both traditional FMs and the more recent CBMF model. 
This advancement is of paramount importance in the realm of recommendation systems, where the 
ability to accurately predict user preferences amidst complex contextual dimen sions can dramatically 
enhance user satisfaction and engagement. Our findings suggest a significant paradigm shift towards 
integrating sophisticated deep learning components into recommendation models, aiming to harness the 
full spectrum of feature interactions. This shift could potentially lead to revolutionary improvements in 
how recommendation systems understand and cater to user needs, ultimately enhancing the overall 
effectiveness and user experience provided by these systems.

5. Conclusions and Future Work
This research presents DeepCBFM, a sophisticated neural network framework built upon Factorization 
Machines, specifically engineered for Context-Aware Recommender Systems (CARSs). DeepCBFM is 
designed to address the limitations of traditional baseline models and offers a more adaptable approach 
to efficiently modeling contextual data. 
The model excels in two key areas: firstly, it adeptly manages the variable behaviors of features as they 
interact with other features from diverse contexts; secondly, it captures high-order feature interactions 
and addresses nonlinear challenges through advanced deep learning tech niques. Our experimental 
evaluation of DeepCBFM, uti lizing two real-world datasets—DePaulMovie and InCar
Music—demonstrates that our model not only improves prediction accuracy but also outperforms other 
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 state-of the-art models. However, our findings also highlight areas for potential future research and 
development. One such area involves the higher time complexity observed in our model compared to 
baseline models, suggesting a need for further optimization to enhance computational efficiency and 
scalability, particularly as we extend the application to larger and more complex datasets. This brings us 
to another critical point of future exploration: dataset specificity.
The current application of our model may exhibit limited generalizability across different domains or 
more extensive datasets with varied contextual dynamics.
Future work will need to focus on validating and possibly refining DeepCBFM across a broader 
spectrum of datasets to ensure its effectiveness and applicability in diverse settings. Another promising 
direction for future research stems from the challenges associated with acquiring and integrat ing 
contextual information from real-world applications. To address this, we plan to investigate alternative 
sources of contextual data, including unstructured data sources, and develop efficient methods for their 
extraction and utilization. This exploration aims to enrich the contextual understanding of the model, 
thereby enhancing its predictive precision and relevance in real-life scenarios. 
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