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 Performance Evaluation of Incremental Conductance and
 Adaptive HCS MPPT Algorithms for WECS

 Ahmed Badawi1, Hassan Ali1, I. M. Elzein1 and Alhareth M. Zyoud2
 1College of Engineering and Technology, University of Doha for Science and 

Technology, Doha, Qatar
 2Department of Electrical and Computer Engineering, Faculty of Engineering, Birzeit 

University, Birzeit, Ramallah, Palestine

1. INTRODUCTION
Maximum Power Point Tracking (MPPT) plays a pivotal role in advancing renewable energy systems by 
maximizing power efficiency within specific operational parameters [1][7]. Beyond technical 
specifications, its efficacy in reducing installation costs and optimizing power quality during operations 
is well-documented [8]–[13].

In the realm of photovoltaic (PV) modules, the prevalent approach in literature involves the 
implementation of either ”hill climbing” or ”incremental conductance” MPPT algorithms due to their 
simplicity [14], [15]. However, when focusing on innovative MPPT methods, researchers often provide 
comprehensive summaries of various algorithms [16]–[18]. Critically, research has extensively 
analyzed the limitations of conventional perturb and observe (P&O) algorithms, particularly regarding 
perturbation step size selection. To address issues like oscillations and convergence speed, variable step-
size P&O algorithms have been developed, classified into modified and adaptive P&O categories.

ISSN 2210-142X

ABSTRACT

This paper presents a novel Maximum Power Point Tracking (MPPT) algorithm designed for Wind 

Energy Conversion Systems (WECS) to achieve optimal power extraction (Pmax). The controllers 

employed in this study utilize a Direct Power Control (DPC) framework to assess efficiency and 

performance, particularly under uncertain and rapid variations in wind speed profiles. The research 

aims to evaluate the effectiveness of the Incremental Conductance (INC) and adaptive Hill-Climbing 

Search (HCS) algorithms for MPPT in WECS under such conditions. The modeling of the WECS system 

utilizes a Permanent Magnet Synchronous Generator (PMSG) due to its reliability and robustness. 

Simulation results demonstrate the significant impact of wind speed on rotor speed and electromagnetic 

torque, highlighting the proportional relationship between wind speed parameters and power output. The 

controller performance is evaluated using INC and adaptive HCS, with the latter demonstrating superior 

efficiency under rapid wind speed changes. Additionally, simulation results show that the INC algorithm 

exhibits rapid tracking capability in approaching the peak maximum power point. Overall, this study 

provides valuable insights into the performance of MPPT algorithms in WECS, particularly under 

varying wind conditions.

Keywords: : Incremental conductance algorithm, Hill-climbing search, Wind power, Maximum power 

point tracking, Permanent magnet synchronous generator, Wind energy conversion system
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Figure 1 illustrates a classified model of MPPT with respect to total maximum power captured. Types of 
MPPT include Direct Power Control (DPC) [11], [19]–[21] and Indirect Power Control (IPC) [1], [2], 
[8], [11], [22]–[29].
IPC encompasses three approaches: Tip Speed Ratio (TSR), Power Signal Feedback (PSF), and Optimal 
Torque (OT). The TSR entails an anemometer to measure the speed of the wind as per literature of [30]. 
The PSF does not require an anemometer but it utilizes turbine blade parameter values.
The OT technique does not require an anemometer either, but still necessitates turbine blade parameter 
values [11], [28], [31]–[33].
The study by [34] proposes a TSR-based controller to adapt to turbine characteristics near the MPP. 
Equation (1) defines the relationship between output power (Po) and mechanical power, influenced by 
generator and converter efficiencies [35], [36]:

This paper focuses on the Hill-Climbing Search (HCS) and Incremental Conductance (INC) algorithms 
under the DPC controller to enhance power output by operating the turbine closer to its peak maximum 
point at the DC link [37], [38]. Equation (2) calculates potential power output Pout based

Figure 1. MPPT classified model with respect to total maximum power captured.

on average wind speed [20], [39]:

where ρ is the density of air, Vw is the velocity of wind, R is the radius of rotor, and Cp is the power 
coefficient [40].

The power coefficient (Cp) depends on blade tip speed (λ) and blade pitch angle (β). As a result of the 
Betz limit a wind turbine can ideally and theoretically excerpt 59% maximum wind power [39], 
[41]–[43]. On the other hand, practically the maximum power that can be produced from the wind 
turbine is up to 40% [44].

ISSN 2210-142X



International Journal of Computing and Digital Systems (IJCDS) (Volume - 13, Issue - 02, May-Aug 2024)                                               Page No - 3

ISSN 2210-142X

Addressing step-size selection, this research introduces a variable step size technique to balance speed 
control and step-size application efficiently. By monitoring the operating point’s distance from the 
Maximum Power Point (MPP) and transitioning between optimal curves, this technique selects an 
appropriate step size, enhancing MPP tracking. However, reliance on wind speed measurement and step-
size range limitation constrain its effectiveness. The operational methodology leverages adaptive step-
size at each operating point, minimizing oscillations and improving WECS performance.
This paper serves as a benchmark for evaluating INC and adaptive HCS algorithms in terms of 
convergence speed, oscillations, and efficiency performance.

 2. DEVELOPMENT OF HILL CLIMBING SEARCH ALGORITHM
 A. Conventional Hill Climbing Search Controller
 An algorithm such as HCS is used to observe and control the rotors speed variances and output power 
where an addition to minor decreases or increases to the rotor speed reference. That would eliminate the 
necessity wind speeds anemometer. Such a controlling technique is adapted through the P&O algorithm. 
By consistently varying the rotor speed reference, the system will continuously search, leading to a 
fluctuation in rotor speed referred to as hysteresis around the peak point. The HCS algorithm utilizes 
electrical power as its input, which is measured using a

 

Figure 2. HCS algorithm main principle.
 
power converter. Realistically, turbine power plays a crucial role during the controlling stage in reaching 
the peak point. Those powers equally considered when the systems module is at steady-state condition, 
waiting for a period of time for which the generator powers transient has dissipated [9]. 

HCS algorithm is a well familiar type of algorithms however it has a very common problem that is weak 
in reaching MPP of a designated module as well has a slow response time in achieving that. This would 
result in having a cause of oscillation which leads to losses in power since this algorithm tries to track the 
MPP and keep trying to reach it without being able to do that and in addition will f luctuate around it [24].

Figure 2 shows HCS principles in tracking the optimal power. Therefore, utilizing the electric power 
measurement, to estimate the control of the next step. The benefit of over-passing wind turbine data is to 
guarantee the wind turbine will always operate at its actual MPP, regardless of disparities in the blades 
external characteristics or other influencing parameters. Though the unique characteristics drive HCS to 
be the optimal selection in MPPT control at various WECS environments; thus is suitable for wind spee3
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conditions that change slowly [7], [45]. Applying large step size perturbations can enhance the 
convergence speed but at the negative impact of affecting efficiency which is called a trade-off. Raising 
the convergence speed also results in more oscillations around the maximum power point, because HCS 
control keeps oscillating around the peak point, leading to inevitable fluctuations. Conversely, a reduced 
step size can improve proficiency but may cause the controller to slow down and struggle to track the 
peak point under dynamic changes in wind factors. The determination of the next perturbation stage in 
the conventional mechanism is based on the power decrease or increase caused by the previous 
perturbation step. However, this approach can be misleading if the factors of wind change are not taken 
into account. In such cases, the change in wind can override the effect of the applied perturbation, 
leading to an incorrect estimation by the traditional algorithm used in HCS. Consequently, the tracking 
of the peak point becomes insufficient, and the

Figure 3. Adaptive HCS.
 
HCS goes downward. From the literature, researchers have proposed using algorithms with variable-
step sizes to get to the optimal peak point. Nevertheless, these algorithms have several drawbacks when 
the operating point is far from MPP. This is primarily caused by the increased extent of the P−ω slope as 
shown in Figure 3.

B. Adaptive/HCS-Three Mode
Numerous structures incorporate a primary control unit known as the ”master control” that determines 
the operational mode of the controller, based on wind speed and disparities in wind speed. Such an 
approach enables the controller to respond accordingly to minor or significant fluctuations in wind 
speed, or alternatively, maintain a constant rotor speed within a specified dead band limit. 

Figure 3 demonstrates adaptive HCS and shows how to reach the MPP point. The potential for adaptive 
controllers emerges when they initially operate in a knowledge mode to ascertain the crucial parameters 
based on a specific wind pattern [7], [46], [47]. Other techniques in the HCS domain are also stated, such 
as HCS with variable dual step size, as well as search recollect algorithms that hold in a special memory 
the MPP during the knowledge stage [1], [37],  [46]–[52].
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C. Hill Climbing Search Adaptive with Power Prediction mode
In the literature Badawi et al 2020 used a novel algorithm that relies on two main mode stages and an 
intelligent tools which introduced in [9], [10] known as power predicting mode. The introduced 
algorithm constructed a set of two different modes in detecting the MPP. The main goal of the 
enhancement is to achieve MPPT in a short time frame. And hence improving the power efficiency of 
WECS.Note that no iterations calculation is involved and further improving any trade-off as a result of 
the convergence rate and efficiency [48].
The design and structuring of such algorithm took into consideration how to be simple. It can be applied 
at different wind speed profiles. Therefore, it can be reached to themost possible power out of the WECS. 
A novel algorithm can estimate and predict captured power at wind turbine. Thus, the duty cycle can be 
applied to the MOSFET to detect the optimal point on the real time without delay [8], [29]. Through the 
“power prediction technique” a division in the range’s references for the wind-speed is actioned for the 
purpose in getting maximum wind-energy. Through this mechanism, speed of wind identifies the (Pout) 
established at wind-speed range. The results obtained based on the theory would assure that the proposed 
enhanced algorithm is notable to be fast and further being efficient as compared to a three mode HCS 
algorithm. In the power prediction there are five main intervals based on the wind speed data ; interval1: 
less than 2.5m/s which is considered a very low wind speed; interval 2: wind speed range that’s initiated 
at (2.5 m/s) and may reach a value of up to (8 m/s), interval 3: The speed of wind range from an initial 
value of (8 m/s) to a value that may reach (13.3 m/s); interval 4: Range of the speed of wind may take an 
initial value of (13.3 m/s) up to an incremental value of up to (20.3 m/s) and finally, interval 5: A 
dedicated wind speed above 20.3m/s [10].

 3. Incremental Conductance algorithm (INC)
INC is a popular algorithm used in tracking the Pmax. Mostly used extensively because of its ease of use 
and abilities in tacking the MPP. In addition, the INC algorithm is considered to be utilized as baseline 
and assumed one of the most standardized references as compared with other novel algorithms.

At the initial start of the process, both the voltage (V) and current (I) determine the WECS output. The 
changes in the values of the above-mentioned parameters (I&V) are identified during the calculation in 
predicting the I and V derivative. Conventional INC algorithms rely on the basis of comparing the 
current’s derivative value (function of voltage) with the instantaneous current of the WECS against 
voltage. Simply, the MPP is tracked through this technique by incrementing and decrementing an 
applied reference voltage in accordance with the current operating point of the module [53]. When this 
method drives the operating point to reach the MPP and hence to conclude the following [54];
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where, dI/dV is the current derivative, and I/V is the instantaneous PV current to voltage.
Further, this method is based on the slope of P-V slope. The Pmax is reached when it gets a zero slope 
[55], [56].

Figure4. INCalgorithmflowchart.
 
ThebelowequationssumuptheINCscheme[57]:

Note that when dP dV > 0; I V > −dI dV then in this scenario thevoltagemust be increased (incremented) 
and viceversawhen dP dV<0; I V<−dI dV thenthevoltagemustbe decreasedor (decremented). 
INCflowchart is represented in Figure 4. In a conventional context of INC scheme, “ϵ”demonstrates a 
nominal voltage (fixed) that serves for decrementing and incrementing it accordingly based on the 
system requirement sand needs.
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 4. MODELLINGWIND ENERGY CONVERSION SYSTEMBASEDALGORITHMS
The INCalgorithmandHCSadaptivealgorithmwere applied to theWECSusingdifferentwind 
speedprofiles with rapid changes based on time. In the first part, the (INC) controller isapplied 
toWECStoobtainPmax.The followingmodel represents themain components in the 
systemasexposedinFigure5.Thesynchronousgenerator dynamicmodel used in this study is a result of 
twokey phases’ reference synchronous; (d) direct and the other one is (q) quadrature axis frame. Angle 
formed angle amongthosetwotermsisroughlyaround90ºdegrees.This angle is estimated tobe 
thedirectionof rotation.Thedq transformationthatwasutilizedinthethree-PhaseofWECS is illustrated 
throughEquation(8) [58].Note that another illustrationof theinversetransformisreflectedinEquation (9) 
[1], [8], [26], [40], [59]–[64].

 Figure 5. PMSG wind turbine controller algorithm.

In the frequency domain, the synchronous generator stator current’sd-axis illustrated inEquation(10) 
and the same applies toq-axis[8].
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where, ids is the stator currents d-axis, iqs is the stator current’sqaxis,vds/vqs is 
thestatorvoltaged−qaxes,ωr is theangular speedgenerator,Rs is thestator resistance, ϕr 
istherotor’sflux,and Lq Ld istheself-inductanceofstator q−daxes.
Thebelowequations are settingup theparameters of (Ld)and(Lq) respectively.

Knowing that (Lls) is inductance leakage and (Ldm) and (Lqm) representing in this schemea magnetized 
inductance at(dq-axes) under the influence of a synchronous generator. (dq)-axis streamlined model in 
synchronous frame rotor field is addresse din[8].
The calculations of both parameters (ωr) and (Te) of PMSG are reflected at Equations(13)and(14) [8];

 
where;Npp is the pole pairs numbers,Tm is the generator mechanical torque, and J is the inertia rotation. 
Another set of terms to define are the generator speed  (pu) and synchronous generator torque Tm(pu). 
As per the rotor of PMSG, an applied torque can be addressed as follows [8], [65], [66].

 
At a certain model, note that (β) is given a determined value however it is assigned a value of β = 0; such a 
value is used in wind turbine with a trivial scale.

From the derived Equations (2) and (16), wind turbine output maximized power is calculated using 
Equation (17), and constant optimal wind is calculated through Equations (18) and (19).
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In exceptional cases formulations, Equation (19) is used to determine (ωopt) when a condition is applied 
where the rated speed at both the PMSG and MPPT [8], [24]. Reaching a unity power is a challenging 
task when it comes to micro controllers where adjusting the module parameters may have a great effect 
on the overall performance.
 Again, when rated speed was addressed, an assurance is required to ensure this is ideally reaching PMSG 
along with the power factor (unity stage) and a dc-dc boost converter can be controlled at this case by 
Duty cycle. The overall advantage is to collect the maximum power available from WECS [67]–[70].

MPPT algorithm drives the integrated module of wind turbine to the highest and ultimate possible speed 
denoted and addressed as ωopt for every and single wind potential velocity. As a result of the preceding 
discussions, we may conclude at this stage that, arriving towards the maximum power point will solely 
be dependable purely on the MPPT scheme control [71], [72].

5. RESULTS AND DISCUSSION
PMSG’s induction generator type with WECS model connected with the controller (INC/ HCS) 
Adaptive to check the performance effectiveness in reaching MPP. The 3-phase output voltage from 
PMSG is rectified in the sense of converting an AC power waveform to its DC component and then feed 
it into a predefined controller. To control the voltage (Vdc) a dc-dc converter unit is designated for this 
task. Where a reference voltage (Vref) is supplied by the MPPT controller. This supplied (Vref) is driven 
to be compared with the (Vdc) value and eventually, the final value’s reading goes into the controller. 
Knowing that at this
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Figure 6. (Stators I&V), speed of rotor, and WECS electromag netic/torque.

point the controllers’ output is checked against the (k − 1) state in a forward step to seek the best 
switching process of a DC-DC convertor, i.e. the “ON”/“OFF” states. From Figure 6 the rotor speed 
increased rapidly because of wind speeds’ raised value. The electromagnetic torque is following the 
rotor speed based on wind speed value.

 Stator voltage and current increased dramatically by mean of increasing the mean wind speed data and 
as mentioned in the literature [10], [24], [29], [56] the mean wind speed has cubic proportional relation 
with the power value. It can be noticed that the rotor speed value changed due to the wind speed data. The 
electromagnetic torque has inverse proportional relation with the rotor speed. This is displayed in Figure 
6. Stator (I) and (V) raised intensely as per the data of winds’ speed and followed the rotor speed 
behaviour which is due to the proportional relations. 

Figure 7 shows a sinusoidal 3-phase power output for the PMSG. It is noticed that the amplitude was 
increasing due to the fact that the speed of the mean wind is incrementing. The three-phase power value 
followed the (I) and (V) in the phase angle value, where the phase angle is stable without notable 
leading/lagging issues. Power factor is symbolized by PF = cos(ϕ) = 1 where, in this case the rated power 
value can be captured from the wind turbine. Therefore,
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 Figure 7. Three-phase power value of the induction generator Pabc between 18.587s and 
18.596s power generator.

Figure 8. DC voltage illustration at the incident of 3-phase bridge rectifier (no controller 
involved).

the system in this situation is considered ready to rectify the power output to utilize the controller on the 
DC linkage that belongs to the boost DC-DC converter. Figure 8 represents a rectified signal from the 
PMSG using the 3-diode rectifier bridge (no controller), where DC voltage value decreased steadily 
because of decrease wind speed. In addition, the DC voltage raised sharply when the wind speed 
increases because of cubic proportional relation taking place through wind speed and power as shown in 
Equation (1). It can be noticed from the Figure 8 the f luctuation was due to the instability of the applied 
wind speed. Two different controllers will be applied to this signal to assess how the performance of 
efficiency acts as the next f igures exhibit.
In Figure 9 INC controller had been applied to the rectified signal to reach the optimal peak point and to 
enhance the efficiency performance. The result shows fast-tracking capability in detecting the optimal 
operating point on the power curve, as compared to Figure 8 which shows fluctuations in the captured 
power. 
However, the efficiency performance decreased dramatically based on rapid changes in wind speed. 
Based on Figure 9, the INC technique has a minimal ripple observed at 7.2 sec, and at 15.3 sec. It can be 
seen the curve raised roughly at 3.1 sec due to the raised wind speed from 6 m/s to 13 m/s. Here, the 
incremental technique provided lower oscillation as compared with adaptive HCS.
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Figure 9. DC voltage after the INC controller.

 Figure 10. DC voltage after HCS Adaptive controller.

similar efficiency performance as shown in Figures 8 and 9. However, the adaptive HCS has higher 
captured power compared to the INC, particularly during the rapid change in wind speed.
 In Figure 10, it shows the DC volt signal after applying the adaptive HCS. It can be noticed that the 
adaptive HCS algorithm with power prediction mode along a rapid response upheld the Pmax value 
successfully which offers a valuable insight into power efficiency. Adaptive HCS algorithm shows the 
best efficiency performance under rapid change wind speed. Adaptive HCS at every wind speed value, 
the operating condition is kept at its optimal point. This is due to the power prediction mode stage with 
high accuracy as compared to incremental technique.

Thus adaptive HCS technique captures Pmax even during wind speeds’ dynamic fluctuations, as shown 
in Figure 10. Further, adaptive HCS technique has a lower overshoot than the incremental technique 
from 6-8 seconds and 14-16 seconds through wind speed instabilities.

6. Conclusion
In this study, we have addressed two essential algorithms within control structured techniques for wind 
turbines, integral to tuning WECS with the unique goal of driving PMSG to optimal efficiency by 
achieving unity power factor. The INC and adaptive HCS algorithms have demonstrated accurate 
tracking and detection of the MPP. Theoretical results confirm that INC exhibits fast tracking capability 
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to reach the MPP, albeit with decreased efficiency performance under rapid changes in wind speed. 
Conversely, adaptive HCS demonstrates higher efficiency and performance in response to rapid changes 
in wind speed, with enhancements observed in steady-state efficiency.

These findings underscore the importance of algorithm selection and adaptation in optimizing WECS 
performance under varying wind conditions, contributing to the advancement of renewable energy 
systems. Further research could explore refinement and integration of these algorithms to enhance 
overall efficiency and stability in wind energy applications.
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1. Introduction
 Machine Translation (MT) is a method of translating one written human language automatically in to 
another language, while maintaining the significance of the source text and generating fluent and proper 
text in the target language. MT has been developed as a subfield of Artificial Intelligence (AI) and is a 
part of computational linguistics and language engineering. MT techniques are further improved by 
utilizing concepts and methods from various fields such as statistics, computer science, AI, translation 
theory, and linguistics [1]. Figure 1 shows the basic structure of an MT system. 

Machine Translation (MT) research in Indian languages is relatively less developed as compared to other 
international languages such as English, Chinese, and Spanish. This is primarily due to the complexity 
and diversity of Indian languages, which makes MT a challenging task. Additionally, Indian languages 
have low resource availability, lack of parallel corpora, and limited research funding. However, in recent 
years, a growing MT research interest
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Figure 1. Diagram of a Basic MT System

 for Indian languages is observed, with several initiatives and collaborations between academia, 
industry, and government. Various research projects are underway to advance MT systems for Indian 
languages, and efforts are being made to increase the availability and quality of parallel corpora for 
Indian languages. Despite the challenges, MT research in Indian languages has great potential in the 
current global market scenario. India is a distinct country with more than 1.3 billion residents, and a 
growing economy with a huge demand for localization of content in regional languages. Indian 
languages are typically classified into five major language families [2] [3]:

• Indo-European: This family includes languages such as Bengali, Hindi, Gujarati, Marathi, Punjabi and 
Urdu.
 • Dravidian: This family includes languages such as Tamil, Telugu, Kannada and Malayalam.
 • Austroasiatic: This family includes languages such as Santali, Khasi and Mundari.
 • Sino-Tibetan: Exemplar languages of this family are Manipuri, Lepcha and Bhutia.
 • Andamanese: This family includes the languages spoken by the indigenous tribes of the Andaman and 
Nicobar Islands.

 Each of these language families is further divided into numerous subgroups and dialects, reflecting the 
linguistic diversity of India. India boasts a large diverse linguistic area with more than 22 official 
languages and over 1,600 mother-tongues [2]. However, only a small percentage of the Indian 
inhabitants can read, write, and speak English fluently. In the current global market scenario, where 
businesses and consumers operate on a global scale, language barriers can become a major obstacle for 
companies trying to reach out to new markets. Machine Translation (MT) technology can help bridge 
this gap by enabling communication in multiple languages. With the increasing importance of 
localization in the Indian market, there is a growing need for MT systems that can translate content from 
English to Indian languages and vice versa. Further, the availability of MT systems can make cross-
border communication easier, faster, and more efficient, helping businesses to reach out to a wider 
audience and improve customer engagement. MT can also benef it government agencies, researchers, 
and individuals who need to communicate with people from different linguistic backgrounds. Therefore, 
the need for machine translation in India in the current global market scenario cannot be overstated, and 
efforts must be made to develop and improve MT systems to support Indian languages.

One of the significant institutions in India that have been working on Machine Translation research and 
development is the “Centre for Development of Advanced Computing” (CDAC) and its various centers, 
including the one in Pune, have been actively involved in developing MT methods for Indian languages. 
The CIS Department at the UoH and the IIIT in Hyderabad are also known for their research in MT for 
Indian languages. Additionally, the “Ministry of Communications and Information Technology” of the 
Government of India, via its TDIL Project, has supported the advancement of MT technologies for 
Indian languages. The Central Institute of Indian Languages in Mysore, the Amrita Vishwa 
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Vidyapeetham in Coimbatore and AUKBC in Chennai are other notable institutions that have 
contributed to MT research in India. The efforts of these institutions are crucial for addressing the 
challenges and opportunities of MT for Indian languages, and for promoting the use of local languages in 
various domains [4] [5].
 The objective of our paper is to perform a survey on the existing methods of MT for the Indian languages 
including different challenges faced. In addition to that the key-findings from different surveys 
conducted on this topic are also highlighted along with current data-sources. In particular, the motivation 
is to pertain a set of entire research problems and findings regarding translating texts from one Indian 
language to another Indian language.
The contemporary and pertinent publications are searched from reputable databases such as IEEE 
Xplore, PubMed, and Google Scholar, using keywords such as ”machine translation,” ”Indian 
languages,” and ”recent developments.” Additionally, we explored proceedings of major conferences in 
natural language processing, including ACL and EMNLP, to capture the latest advancements.

This paper’s contribution is divided into nine subsequent sections. Section-II describes different MT 
approaches suitable for Indian languages. Section-III and Section-IV contain details discussions about 
MT-challenges and evaluation metrics for MT-Models respectively. Section-V highlights the timeline of 
important surveys conducted on Machine Translation in Indian languages for last 10 years. Section-VI
 helps to find datasets from different sources. On the unavailability of proper data-source some methods 
of constructing new data-sets are discussed in section-VII. Recent encouragement from the Indian 
government, as well as valuable contributions from renowned Institutions, are discussed in Section-VIII 
which draws the direction for future research. Section-IX summarizes our work in the conclusion.

 2. Approaches to MT For Indian Languages
 The field of MT comprises a range of techniques that are typically classified into different categories. 
Figure 2 displays several of these techniques and provides a timeline of their use over time.
 
A. Rule-based Machine Translation (RBMT) 
RBMT relies on a set of human-created rules that specifies how a word or phrase in the source language 
should be translated into the target language. The rule set is determined by linguistic information such as 
morphology, vocabulary, syntax, phrase structure etc. RBMT works by matching the organization of the 
input sentence to that of the desired output sentence while preserving the original meaning of the input. 
After parsing the sentence in the source language, an transitional representation, like a parse tree or 
abstract representation, is generated. Figure 3 shows a general architecture of a RBMT system [6]. 
RBMT systems are again classified into Direct Translation, Transfer-Based Translation, and Interlingua 
categories based on the type of transitional representation they use.
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Figure 2. Approaches to Machine Translation with a Timeline

Figure 3. Architecture of RBMT approach
 
1) Direct Translation :
This simple method involves translating words directly from one language to another by using a 
bilingual dictionary, without considering the meaning or context of the source or target languages [7]. 
This approach can only handle one language pair at a time and is frequently unidirectional. From the late 
1940s until the middle of the 1960s, the initial wave of machine translation was completely dependent on 
electronic or computer-readable dictionaries [8]. While this method works well for translating phrases, it 
is less successful when translating entire sentences. 
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 2) Transfer Based Translation
Transfer-based machine translation is referred to as the second generation of MT’s core (mid-1960s to 
1980s). Transfer-based machine translation implies translating a sentence from the input language to a 
internal representation related with source language called as pivot language, and then from that pivot 
language to the target language. This approach allows for the use of more advanced translation 
techniques and takes into account the differences between the source and destination languages. 
However, it has the potential to introduce errors or lose meaning in the process of translating through a 
pivot language [8].

 3) Interlingua Based
The Interlingua approach to MT prioritizes semantics and pragmatics above syntax. This method 
achieves the translation into two phases, the first of which involves converting the Source Language 
(SL) into an Interlingua (IL) form. The primary benefit of the Interlingua technique is that the SL 
analyzer and parser is not dependent on the Target Language (TL) generation and vice versa [9].

B. Example Based Machine Translation (EBMT)
Example-Based Machine Translation or EBMT is a translation methodology that uses a bilingual 
example database. By selecting pertinent instances from its example base, the EBMT system creates 
new translations. The target language translation is then created through processes of matching, 
alignment, and recombination [10].

 C. Statistical Machine translation (SMT)
 SMT method uses statistical models to learn patterns in a parallel corpus. A parallel corpus is a set of 
texts in two or more languages that are translations of each other. SMT system analyzes big amounts of 
bilingual parallel texts and forms the probabilistic model of how words, phrases, and sentences in one 
source language are related to the another target language. The statistical approach gained popularity 
recently due to the accessibility of bilingual parallel corpora and also the development of powerful 
statistical models and algorithms. The main benefit of SMT is that it can produce high-quality 
translations without the need for explicit linguistic knowledge or rules. Figure 4 shows the architecture 
of a typical SMT model. An SMT system aims to find the target sentence (comprising m words) y: y1, 
y2,...,ym, given a source sentence (comprising n words) x: x1, x2,...,xn,
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Figure 4.  Vertical and horizontal feature extraction with Sobel filtering. 

Figure 4. Architecture of a typical statistical machine translation system

such that the conditional probability p(y|x) is maximized. To achieve this, the Bayes rule is used.

The language model gets trained on the target language sentences (monolingual data) to maintain the 
fluency. Meanwhile, the translation model gets trained on parallel corpus of the source language and 
target language to identify lexical correspondences between them and their probabilities. A decoder is 
then used to combine the information from the language and translation models, and search for the best 
possible translation among all possible translations [11].

 D. Neural Machine Translation (NMT)
 NMT is the newest form of MT modeling that has succeeded in producing more accurate translations by 
exploiting huge amount of parallel text corpora. It relies on neural networks and deep learning 
techniques to create models based on existing reference translations. NMT requires a single sequence 
model, which leads to increased productivity. Using conditional probability modeling, NMT models the 
source phrase to the target sentence, producing a context vector c. Source phrase : x1, x2, x3,..., xm The 
target sentence : y1,y2,y3,...,yn
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P(y|x) represents the likelihood of obtaining the target sentence words y given a source language word x, 
where c denotes the context of that specific word. The essence of NMT consists of two key elements: the 
”encoder” and the  ”decoder”. The input texts are transformed into a context vector (c) by the encoder , 
and subsequently, the decoder processes this vector to produce single word at a time for the output 
sentence with a length of m. Unlike other machine translation approaches, NMT requires minimal 
domain expertise [12]. The encoder-decoder model for NMT can be represented in a block diagram with 
figure 5.

1) Transformer
 The attention-based NMT model which is also known as Transformer has revolutionized the field of 
machine translation for Indian languages. A transformer model was introduced by Google in 2017. It 
follows sequence-tosequence architecture involving encoders and decoders. Transformer models use an 
attention mechanism, which allows them to focus on the most relevant parts of the source sentence when 
generating the target sentence. This makes them more accurate and fluent than traditional machine 
translation models [13].

 3. Challenges Of MT For Indian Languages:
 Indian languages present a diversity of linguistic phenomena in terms of tense, gender, numbers, and 
other concepts. Due to structural and morphological complexity machine translation from English to 
Indian languages and vice versa is a challenging task. There are some challenges and problems faced 
during translation between Ils.

 A. Syntactic Divergence
 A fundamental structural distinction between English and Indian languages lies in the order of words in 
sentence. English sentences maintain the ’subject-verb-object’ order, whereas, the majority of Indian 
languages follow the ’subject-object-verb’ order. Certain Indian languages have a trait called free word 
order. Sense of prepositions in Indian languages are founded on specific symbolic conjunctive words 
however in English phrases, prepositions plays that role [14]. In English, prepositions come before the 
noun or pronoun they modify, whereas in the majority of Indian languages, they come after the noun or 
pronouns, which are also referred to as postpositions. Table-1 shows the divergence in word-order and 
use of prepositions in English and some Indian languages along with transliteration and word meaning 
[15].

 B. Morphological Divergence
 The field of morphology investigates the inner composition of words and their ability to take on unique 
shapes within different types of texts. The recognition, analysis, and description of morphemes as well as 
other linguistic constructions like words, affixes, and parts of speech are collectively referred to as 
”morphology” in the study of language. The term ”morpheme” alludes to the lowest semantically 
significant item in a language. Words in the Indian language vary in terms of lemma, person, number, 
gender, case, tense, aspect, and modality. Languages with poor morphology typically use word order and 
syntax to convey various meanings. As a result, these languages have
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Figure 5. A General Encoder-Decoder Model

Figure 6. Word-order divergence among Indian languages 

a smaller lexicon than languages with a rich morphological structure. Richer languages have more 
nuanced words that accurately communicate various meanings, which increases the language’s 
complexity. Hebrew, Turkish, Dravidian languages, and other languages are thought to be 
morphologically rich, whereas English, Mandarin, and other languages are thought to be 
morphologically poor. Due to a bigger vocabulary, sparser data, and increased complexity, 
morphologically rich languages are more difficult for neural networks to model than poor ones. The 
Stochastic Morph Analyzer (SMA) is a Morph Analyzer that forecasts the morph information using 
machine learning [16] [17]. In India, Dravidian languages such as Telugu and Tamil exhibit greater 
morphological complexity compared to Indo-Aryan languages like Hindi, Punjabi, and Gujarati. 
Translating text into Dravidian languages like Telugu, Tamil, and Malayalam often yields lower BLEU 
scores, whereas translations into Indo-Aryan languages like Hindi, Gujarati, Punjabi, and Bengali tend 
to achieve relatively higher BLEU scores. Alarger number of distinct words can be found in the richer 
languages within a multilingual parallel corpus. Morphological complexity can be measured by Type-
Token ratio. Here is the increasing order of morphological complexity for different languages:- 
Hindi<Punjabi<Gujarati<Tamil<Telugu [18].

 C. Data scarcity
 Building of Corpus can be expensive for users with limited resources. When the word order is 
significantly diverse between two languages, statistical machine translation struggles. NMT does not 
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come up to the mark for morphologically diverse languages.

 D. Interpreting the intentions of speakers is challenging
 Depending on the speaker’s aim (such as sarcasm, sentiment, metaphor, etc.), phrases or words might 
have many interpretations.

 E. Code-mixed language
 Processing code-mixed language is difficult because users often utilize numerous languages in a single 
statement or phrase. E.g.: User tweet : “Hi friends, keyse ho? Ayo chill kare.”

 F. Idioms
 Sometimes idioms may not be interpreted idiomatically. Indian regional languages are rich with idioms.

 4. Evaluation Metrics of MT-Algorithms
To measure the goodness of a MT-model several metrics such as BLEU, METEOR, ROUGE, TER, 
NIST etc. are available for automatic evaluation. Evaluation metrics can be categorized into 2 types, 
Intrinsic Evaluation and Extrinsic Evaluation.Both intrinsic and extrinsic evaluation metrics are focused 
on the performance of the final objective, which is the performance of the NLP component on the entire 
application, whereas intrinsic evaluation metrics are more concerned with intermediate objectives, such 
as how well an NLP component performs on a specified subtask.
We discussed some common intrinsic evaluation metrics used for MT systems.
 
A. Bilingual Evaluation Understudy (BLEU)
The BLEU metric calculates the score by comparing n - grams of the candidate translation of text to one 
or more ngrams reference translations. The BLEU metric ranges from 0 to 1. A score of 1.0 denotes a 
perfect match, whereas a score of 0.0 denotes a perfect mismatch. Sometimes BLEU score is expressed 
as a percentage rather than a decimal between 0 and 1. The following interpretation of BLEU scores 
(expressed as percentages rather than decimals) is followed in general [19].
The provided color gradient can serve as a broad representation of the BLEU score on a scale. It is the 
most widely accepted, inexpensive and easily understandable metric.

 B. Metric for Evaluation of Translation with Explicit OR-dering (METEOR)
 METEOR is based on the unigram matching and calculated by the harmonic mean of precision and 
recall. The recall is higher weighted than precision. It overcomes some of the drawbacks of the BLEU 
score, as because it can perform stemming- and synonymity matching, as well as standard exact word-
matching [20]. This is a perfect metric for Machine translation. Once the final alignment is computed, 
the score of Unigram precision P and Unigram Recall R is calculated as:

where m = no. of unigrams in the observed translation that are also available in the reference translation, 
wt = no of unigrams in the observed translations, wr = no of unigrams in the reference translations. The 
harmonic mean (F) is calculated as :
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C. Recall-Oriented Understudy for Gisting Evaluation (ROUGE)
 ROUGE basically measures the “recall” or overlap, between the generated text and the reference 
summaries, providing a quantitative measure of the content overlap and effectiveness of the generated 
output. It is used in machine translation projects to assess the quality of the text that is produced [21].

D. Translation Error Rate (TER)
 TER quantifies the number of editing operations needed to align a translated segment with a reference 
translation. TER score ranges from 0% to 100%. The quality of the translation improves with decreasing 
TER scores. A higher BLEU or METEOR score, on the other hand, indicates better translation quality. A 
better MT system achieves higher BLEU scores with lower CDER, TER and PER scores [21] [22].

 E. National Institute for Standards and Technology (NIST) from US
 It is based on BLEU metric with some features. The n-gram precision calculation is differently taken. In 
contrast to BLEU, which assigns equal weight to all n-grams, NIST takes into account the relevance of 
each n-gram. It assigns higher weight to n-grams that are considered less likely to occur [23]. Metrics for 
automatic evaluation are quick, tuneable, affordable, and require less human labour. But these automatic 
evaluation metrics are not adequate for evaluating MT systems in Indian languages. Due to the many 
intricacies involved with Indian languages, they will not generate reliable results, but same measures 
produce excellent evaluation results for Non-Indic western languages.
 For evaluating the quality of translated phrases, human evaluation metrics are preferred for particularly 
morphologically rich languages, despite being time-consuming and costly. Human evaluation entails 
bilingual expertise in both the source and target languages, offering a level of consistency often deemed 
superior to automatic translation assessments [21].

5. Recent MTResearch For Indian Languages
In this section we highlight important research work done for Indian languages with a focus on low-
resource languages. Jindal et al. 2018 used SMT based MT model for translation between English and 
Punjabi using three sets of parallel-sentence corpus achieving 0.8767 BLUE score [24].
Mahata et al. 2018 implemented RNN encoder-decoder architecture to improve the quality of translation 
done by traditional SMT. English-Hindi parallel corpus from MTIL2017 was used as dataset to analyse 
the scores of phrase-pairs by a comparative experiment between two models. It was found that SMT 
performs fine for long sentences and NMT performs well for short sentences [25]. Pathak et al. 2019 
exploited OpenNMT system architecture for English to Punjabi, Tamil, and Hindi languages. They 
observed the betterment of performance of NMT model with the growth in the training data and length of 
test sentences [26].
Shah et al. 2019 constructed an Attention-based Encoder-Decoder model featuring 128 LSTM cells and 
2 layers. Their experimentation involved a self-created
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 TABLE I. Interpretation of BLEU scores in percentage

 Figure 7. BLEU Score Table

bilingual dataset encompassing English and Gujarati for translation purposes. Notably, the model 
demonstrated a commendable BLEU score of 40.33 during the testing phase [27].
 Bansal et al. 2020 proposed a method for enhancing NMT and handling Out-of-Vocabulary (OOV) 
words by combining word level and character level attention information. The method used two 
attention mechanisms, with the first mechanism employing Gated Recurrent Unit (GRU) character-level 
attention and the second mechanism utilizing word-level attention. The encoder simultaneously encodes 
information from both character and word levels, while the decoder decodes based on word-level 
attention only. The authors achieved BLEU score as 27.65 and WER 30.17 for English-Hindi language 
pair [28].

Tatwadarshi et al. 2020 exposed the necessity of MT systems in the Indian perspective because more 
than 50% of the data generated online is in English which only 12% of Indian people know. The Neural 
Machine Translation system developed by Google and Facebook are less effective for syntactically 
complex languages like Indian languages. They have primarily prioritized parallel translation over 
contextual accuracy of the sentence. The author proposed a conceptual framework by combining 
document and sentence-level contextual information and an Indian Language-English contextual 
dictionary fed together with a bi-lingual parallel corpus to the NMT model. The proposed system was 
expected to address the specific challenges of Indian MT system [29].

Dewangan et al. 2021 worked for Indian Language NMT using one of the popular subword methods i.e., 
BPE based NMTmodel. They used ILCI dataset to derive BLEU scores for different pairs of languages . 
The authors proposed a data augmentation technique which combined NMT and SMT [30]. Laskar et al. 
2021 participated in ’Workshop on Asian Translation 2021’ multimodal translation task of English to 
Hindi. An investigation was done for phrase pairs through data augmentation technique in multimodal 
and text-only NMTsystems. The results were evaluated by BLUE, Rankbased Intuitive Bilingual 
Evaluation (RIBES), and Adequacy Fluency Metrics (AMFM) which scored better than the previous 
works [31].

A Chowdhury et al. 2022 used Transfer Learning approach for translation between a low-resource Indian 
language called Lambani and other Indian languages. The BLEU score was improved when the TL was 
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used and the authors have observed that freezing the initial layers of the TL model improved the BLUE 
score further [32].

 As part of the AI4Bharat Initiative, Divyanshu et al.2020 developed ”IndicBERT,” a multilingual pre-
trained model based on the compact ALBERT architecture [33]. The word-embedding methods 
employed are suitable for morphologically rich languages. The model underwent pretraining on a 
monolingual corpus containing 12 Indian languages and 9 billion tokens. Additionally, the authors have 
made significant contributions by providing several NLP datasets and models for research on Indian 
languages as open source [34].

 Jay Gala et al.2023 have developed a translation model for 22 Indian languages named IndicTrans2. 
Under this project, the authors have released different variants of indicindic model intending to improve 
the quality of direct translation. Their MT models use English as pivot language, hence there are scopes 
of further improvement [35]. Some important points from past recent surveys on Machine translation in 
Indian languages have been summarized in Table II.

 6. Availability of Dataset
 This section discusses some open-source datasets for the automatic translation between Indian 
languages. A parallel

 TABLE II. Key points of past few surveys on ML in Indian Languages

 text corpus is comprised of pairs of sentences, one in source language and another in target language and 
the meaning of the both sentences are same.
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A. The EMILLE Corpus
The EMILLE (Enabling Minority Language Engineering) Corpus was created by collaboration among 
the CIIL, Mysore, India, Lancaster University, UK. The corpus is made up of three parts: parallel, 
monolingual, and annotated corpora. The fourteen monolingual corpora for fourteen south Asian 
languages are Bengali, Assamese, Hindi, Gujarati, Malayalam, Telegu, Kannada, Tamil, Kashmiri, 
Punjabi, Marathi, Oriya, Sinhala, and Urdu. They contain written and spoken data which is provided 
without charge for use in exclusively non-commercial research [42].

B. IJCNLP-2008 data set
 This dataset was developed for the Named Entity Recognition (NER) challenge in a workshop hosted by 
IIIT, Hyderabad about NER for South East Asian languages. It included Hindi, Bengali, Oriya, Telugu, 
and Urdu databases [43].

 C. Tatoeba
 The Tab-delimited Bilingual Sentence Pairs datasets are created by Tatoeba project by compiling 
statements from many languages. They paid particular attention to the creation of numerous linguistic 
datasets that included translations of sentences in various low-resource languages. Many low-resource 
language to English translation can be done using this dataset. The tab key serves as a line between the 
original and translated sentences. Each dataset contains at least 100 sentences and their translations [44]. 
Table III highlights a few sample snapshots of the accessible data sources.

 D. Anuvaad
 It is an open-source platform for translating court papers at scale in the judicial sector. Supreme Courts 
of India (SUVAS) and Bangladesh (Supreme Court) have separate Anuvaad instances deployed (Amar 
Vasha). Now Anuvaad have high quality NMT models for nine Indian languages [45] [46].

 E. AI4Bharat
 AI4Bharat is the recent initiative of IIT Madras. It aims on building a rich open-source language AI 
system for Indian languages, including datasets, models, and applications. Samanantar is an extensive 
parallel corpus collection for Indic languages that is accessible to the public [47] [48].

 F. Mann ki Baat
 “Mann Ki Baat”– is a monthly program of All India Radio in which the Prime Minister of India speaks 
and addresses the citizens in Hindi language. Later the speech is converted to different other Indian 
languages. The Textual Data or Parallel corpus for Indian languages can be mined
 from multilingual articles called ”CVIT Mann Ki Baat” [49] [50] [51].

 G. Universal Language Contribution API (ULCA)
 ULCAisastandard API and open scalable data platform under Bhashini which supports various types of 
datasets and models for Indian languages. Bhashini serves as an artificial intelligence tool strategically 
created to overcome language barriers prevalent among the various languages spoken
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 TABLE III. Example dataset snap of sentence pairs from the Tatoeba Project

across India. This tool provides instantaneous translation capabilities and empowers developers to 
utilize an opensource language database for constructing tools, applications, and services in regional 
languages. Through the online crowd-sourcing platform ‘Bhashadaan’ the contributors can take part into 
four programs– ‘Suno India’, ‘Likho India’, ‘Bolo India’ and ‘Dekho India’. The prime minister of India 
inaugurated Bhashini in 2022 at Gujarat [52].

 7. Initiative of Constructing Parallel Corpora
 Indic languages often have an abundance of monolingual corpora but a scarcity of parallel corpora, 
making it challenging to apply machine-engineered techniques for dataset creation. The following are 
some of the reasons that make the creating parallel data a difficult task:
 1) Many data are not in digital format. Some of them are either in PDF files or in image format.
 2) Texts are not in Unicode. they use proprietary font formats.
 3) Many datasets are not in format that can be directly used for MT. The incomplete sentence, invalid 
character sequence, spell errors, mixed with other language etc. create immature dataset for machine 
translation.

 Thus, in order to construct machine translation systems for Indic languages, it is imperative to either 
create synthetic parallel corpora or use language models in the system’s training.

 Steps to create Bilingual Parallel corpora:
 1) Selection of the Source and the Target Language
 1) Selection of the Source and the Target Language
 2) Collection of source and target texts from books, newspapers, websites and other documents.
 3) Preprocessing: cleaning errors, formatting, and extraneous characters.
 4) Alignment of source and their corresponding target texts by different automated tools (Bluealign, 
Giza++, Ugarit) [53]
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5) Annotation: After alignment, the parallel corpus needs to be annotated with metadata such as a 
sentence or phrase-level information, part-of-speech tags, named entities, and other linguistic features.
 6) Quality control: Finally, the parallel corpus needs to be checked for quality control to ensure accuracy 
and consistency in translations.

 Under the project MTIL-2017 Shared Task an initiative was taken by M. Anand Kumar et. al to develop 
parallel corpora between English and Indian languages in September 2017 by conducting a shared task 
among 29 teams of people. The team worked with Hindi, Tamil, Malayalam, and Punjabi languages and 
employed Neural Network based system. The output evaluation was done by human beings [54]. Philip 
et al. [55] built a standard NMT system, a retrieval module, and an alignment module make up the 
iterative alignment pipeline. This pipeline is used to interact with publicly accessible websites, such as 
government news releases. As more articles are published to PIB and additional tools are put in place to 
gather more sentences, the corpus will undoubtedly grow in size.

 8. Indian Govt. Encouragement and Future Scope Of MT
 The following 22 languages are listed in the Constitution’s Eighth Schedule. Initially 14 languages were 
listed as : 1) Assamese, 2) Bengali, 3) Gujarati, 4) Hindi, 5) Kannada, 6) Kashmiri, 7) Malayalam, 8) 
Marathi, 9) Oriya, 10) Punjabi, 11) Tamil 12) Telugu, 13) Urdu and 14) Sanskrit. Later on more 8 
languages like Bodo, Dogri, Konkani, Maithili, Manipuri, Nepali, Santali and Sindhi were included in 
the list [2].
 To lower the barriers to communication, various organisations in India are supporting the adoption and 
integration of MT technologies and programmes. India is positioned to experience tremendous growth 
in the international IT sector with the launch of the government’s ”Digital India” plan. Initiatives like 
Digital India promise to provide plenty of chances for national and international businesses to broaden 
and deepen their penetration into Indian markets.

 A. CIIL
 In Mysore, Karnataka, the Central Institute of Indian Languages (CIIL) was established to oversee the 
development of Indian languages [56]. The CIIL, the Ministry of Human Resource Development’s 
(MHRD) nodal organisation is responsible for the promotion and preservation of Indian languages. 
Some newer projects of the CIIL are:
 • New Language Survey of India (NLSI).
 • LDC-IL.
 • National Translation Service.
 • Development and promotion of minor Indian languages.
 • Development of Pali.
 • National Testing Mission.

 B. ILCI
 The Indian Languages Corpora Initiative (ILCI), a massive effort started by the Indian government, 
aims to compile parallel annotated corpora in each of the 17 languages listed in the Indian Constitution. 
ILCI project aims to provide a common language platform by developing parallel annotated corpora in 
the tourism and health sectors in 11 Indian languages, with Hindi serving as the source language. The 
project’s primary goal is to create an annotated parallel corpus from source Hindi to Indian languages 
with English [30].
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C. C-DAC
 C-DAC is a research and development organization that operates under the MeitY of the Government of 
India. Its mission is to develop tools for multilingual translation and methods to bridge the gap between 
Indian languages due to the country’s multilingual nature. C-DAC provides users with access to these 
resources for their research projects. Additionally, it offers dictionaries and corpora for Indian 
languages, among other resources [57].

 D. TDIL
 The Government of India’s Meity initiated the Technology Development for Indian Languages (TDIL) 
Program. The primary objective is to facilitate the creation and accessibility of multilingual knowledge 
resources. The program also strives to develop tools and techniques for information processing, 
fostering human-machine interaction devoid of language barriers. An additional goal involves the 
integration of these advancements to craft innovative user products and services. The program also 
actively participates in national and international standardization organizations such as UNICODE, 
ISO, the W3C, and BIS to promote language technology standardization and ensure appropriate 
description of Indian languages in current and future standards [4].
 Though research in MT for Indian languages has grown tremendously during the past decade, certain 
areas are yet to be explored such as Code-mixed IL processing, Opinion mining, sarcasm translation, 
idioms extraction for Indian languages.

 9. Conclusion
 In this paper, we projected some light on the previous works related to Machine translation for Indian 
languages by keeping in mind the rising demand for research in the multilingual translation process of 
India. We presented a systematic as well as comprehensive review of the different methods of MT for 
Indic languages and the challenges faced by other researchers in this regard. To establish a rigorous 
evaluation process, this review engages in an indepth exploration of various evaluation metrics 
employed in the domain of machine translation. We have also included the most recent references of a 
detailed source of available datasets, The importance of parallel corpora is crucial for MT research in 
India. Yet, it has been noted that there are still no suitable techniques for producing parallel corpora 
datasets. We also provided some insight into earlier attempts made in this area. Finally, there are many 
opportunities for machine translation research in India. Thanks to Indian government’s strong 
encouragement and assistance through the Digital India program.
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1. Introduction
Every day we generate 2.5 trillion bytes of data. In fact, 90% of the world’s data was created in the past 
two recent years only [1]. The data comes from different sources such as the sensors used to collect 
climate information, social Media Posts, digital images, and online videos, online Purchase, 
transnational records and GPS (Global Positioning System) signals from mobile phones. This data, 
which has resulted essentially from the meeting of three elements which are Internet, social networks, 
and smart devices (computers, tablets, smartphones, connected objects...), is called big data or massive 
data. It is considered very interesting according to the pertinent information that may contain. Actually, 
we note that 13 of business leaders’ decisions are based on information they don’t trust or don’t have and 
half of them say they don’t have access to the information they need to do their job and 83% of CIOs 
(Chief Information Officer) cite analytical business intelligence (BI) as part of their plans to improve 
their competitiveness.
 Moreover, 60% of CEOs (Chief Executive Officers) need to improve the capture and understanding of 
information in order to make decisions more faster [2]. For example, data could be analyzed to i) detect 
customer feelings and reactions or critical or life-threatening conditions in hospitals to intervene in time; 
ii) predict weather patterns to plan the optimal use of wind turbines and make decisions based on 
transactional data in real-time; iii) identify criminals  threats from videos, sounds and data streams; iv) 
studying student reactions during a lesson and predict which ones will succeed in the basis of statistics 

ABSTRACT

The new age of digital growth has marked all fields. This technological evolution has impacted data flows 

which have witnessed a rapid expansion over the last decade that makes the data traditional processing 

unable to catch up with the rapid flow of massive data. In this context, the implementation of a big data 

analytics system becomes crucial to make big data more relevant and valuable. Therefore, with these new 

opportunities appear new issues of processing very high data volumes requiring companies to look for 

big data-specialized solutions. These solutions are based on techniques to process these masses of 

information to facilitate decision-making. Among these solutions, we find data visualization which makes 

big data more intelligible allowing accurate illustrations that have become accessible to all. This paper 

examines the big data visualization project based on its characteristics, benefits, challenges and issues. 

The project, also, resulted in the provision of tools surging for beginners as well as well as experienced 

users.
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and models gathered over the years (big data in the education field). 
Research on big data analytics is entering a new phase called fast data where multiple gigabytes of data 
arrive in the big data systems every second [3], [4], [5], [6], [7], [8]. Modern big data systems collect 
inherently complex data streams due to the 3 basic Vs which are Volume, Velocity, and Variety and to 
which are added Veracity, Validity, Vulnerability, Volatility, Visualization which consequently give rise 
to the 10Vs [9] of big data. The well-designed big data systems must be able to deal with all 10Vs 
effectively by creating a balance between data processing objectives and cost (i.e., computational, 
financial, and programming efforts). Data collection and storage capabilities have allowed researchers 
in diverse domains to collect and observe a huge amount of data. However, large data sets present  
substantial challenges to existing data analysis tools [10].

 We will focus in our paper on one of the most important big data’ Vs which is data visualization. One of 
the most crucial and useful tools for comprehending corporate information is data visualization. Because 
of this, a picture truly is worth a thousand words. Data has been visually represented by humans for 
hundreds of years. We’ve collected data, organized it, and presented it in maps, charts, and graphs to tell 
a richer and deeper story than it may have otherwise. The data boom coincides with the technological 
boom. Additionally, we have been able to process ever-increasing volumes of data quickly thanks to the 
same technology. Although they might not be immediately apparent in the first text format, trends, 
patterns, and other insights are quickly identified utilizing data visualization software.

 The most effective strategy changes to visual data displays after reports and dashboards take their place 
since they can fit a lot of information into a little amount of space. Examining the extensive data sets and 
graphic presentations that enable quick and accurate translation might take hours, days, or even weeks. 
Thanks to advanced technology, many data visualization tools allow for interactive functions. This f 
lexibility provides the ability to switch and change quickly, which helps the user to discover and learn 
about alternative viewpoints. This comprehensive, interactive presentation can rarely be achieved 
quickly by processing raw data without visualization software. The information industry frequently 
faces the difficulty of the quantitative component. 

Knowing that decisions are made as a result of visual representations requires a solid comprehension of 
data. In the absence of context, visuals are ineffective. But there is an easy target is just to let the workers 
and the tools perform their jobs. As long as you utilize the appropriate tools and the individuals 
conducting the data analysis are aware of where the data originated from, who can use it, and how it will 
be used. The data visualization will next be translated, processed, and on a more clearer course for 
making those important decisions. Data visualization’s significance in the world of corporate 
information is being realized more and more every day. They have the ability to not only supply useful 
data but also understand how to process it, which guarantees the organization stays competitive. This is 
because they are high-performance analytics tools that offer better ways to analyze data faster than ever 
before.

 Visualization is critical in today’s world. Big data is difficult to visualize. Due to in-memory technology 
limitations and low scalability (scaling up), functionalities and development time response, 
visualization tools, and current big data are faced with technical challenges. Traditional graphs cannot be 
relied upon to attempt to plot a billion data points. We, therefore, need different ways of representing 
data. If we take into account the multitude of variables resulting from the variety and speed of big data 
and the complex relationships that unite, we can see that developing a visualization significant is not so 
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so easy.
Spreadsheets and reports stuffed full of numbers and algorithms are far less successful at communicating 
meaning than reports and charts that show enormous amounts of complex data. Because of the 
constraints of in-memory technology and their inadequate scalability, functionality, and response time, 
current large data visualization solutions suffer technological difficulties. When plotting a billion data 
points, we can’t rely on typical graphs, thus we need alternative methods, such as data clustering or the 
use of treemaps, sunbursts, parallel coordinates, circular network diagrams, or cone trees. [11].

The rest of this paper is organized as follows: The DataViz’ presentations are presented in section 2. 
Section 3 presents its benefits. Section 4 introduces the characteristics of such DataViz project. Section 5 
discusses some DataViz tools surging for beginners as well as well as experienced users. Section 6 
revealed the main data visualization challenges. The DataViz issues are highlighting in section 7. 
Overall discussion with limitations are stated in section 8.

 2. The DataViz and you: presentations
 Many data scientists define data visualization in different ways. Indeed, they agree that it is indeed a 
visual form to visualize by facilitating access to it. Another data experts’ group agrees that data 
visualization is meaningless if it does not encompass understanding, exploitation and decisionmaking, 
speed, and information sharing.

 A. DataViz features
 The value of data visualization lies in its ability to meet three main imperatives namely interpretable, 
relevant and innovative.

 • Be interpretable: In a context where the volume of data is exploding with the exponential growth in the 
use of the Internet and in particular Google, so-called unstructured data experiences the same evolution. 
But a data visualization starting from these data which would not be interpretable, that is to say clear, 
would be useless. There must be some clarity regardless of the volume or source of the data [12].
 • Berelevant: At a time when big data is a central issue for companies, several techniques to process this 
mass of information in a relevant way must be put in place. Relevance is linked to interpretability. The 
data visualization must make it possible to answer questions in a defined context and aimed at specific 
objectives. Data sources must be reliable. Data integrity is the basis for meaningful data visualization. 
You must ensure that your information is correct and up to date. It is necessary to sort the data for optimal 
analysis and to consider using all the data at your disposal. This allows you to cross-reference 
information and thus bring out a more complete analysis to better support your digital marketing 
department[13].

• Be innovative: Finally, data visualization is only of interest if it brings new information, and originality, 
if it gives a perspective unpublished on a subject. It provides a different perspective, to illustrate an 
analysis [14].

B. Brief history of DataViz
Originally, it was a simple human limitation that spawned the Data Visualization approach: our brain is 
simply unable to easily process large volumes of raw data to extract useful information. Maybe we can 
do it occasionally, but certainly not every time, let alone many times every day. However, Data 
Visualization is not just about the graphical representation of data. It is also a story that is told with the 



International Journal of Computing and Digital Systems (IJCDS) (Volume - 13, Issue - 02, May-Aug 2024)                                            Page No - 45

ISSN 2210-142X

help of these representations.
 The first successful expression of this approach is a flow map that tells the story of the Russian campaign 
led by Napoleon. We owe it to the engineer Charles Joseph Minard who represents, at the beginning of 
the 19th century, the story of the colossal human losses of the Russian campaign during which the 
Napoleonic army arrived in Moscow with less than a quarter of its starting squad. 
Shortly after, nurse Florence Nightingale had the idea of using graphic representation to allow her reader 
to compare facts with complex correlations [14]. 
She presented, for the attention of Queen Victoria, the main causes of death of British soldiers engaged in 
the Crimean War. His graphic support, dated 1858, allowed him to eloquently highlight that epidemics 
were much more devastating on the workforce than the injuries suffered in combat. Florence 
Nightingale has therefore used a graphic support of data, presented in figure 1, to communicate 
information, of course, but also to convince, that is to say, to orient the conclusion that one draws from it.

Figure 1. Florence Nightingale’s Diagram [15].
 
Until the 19th century, Data Visualization therefore evolved through isolated, independent attempts, 
which explored both the possible fields of application and the possible graphical approaches. In other 
words, the discipline was forging a vocabulary but it still lacked common rules– that is to say, a grammar.

This grammar was laid down by Jacques Bertin who in 1967 developed the real bases of graphic 
language. 

In figure 2, Jacques Bertin defined graphic semiology, i.e. the elements that can be modified in a Data 
Visualization to represent information. Identifying and clearly defining these graphic variables (color, 
size, surface) was simply the grammar that was missing from the graphic language. 
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Figure 2. Jacques Bertin’s graphic semiology [16].

 It is by applying these new– but common– rules that we have gradually managed to remove superfluous 
graphic elements and define what characterizes a relevant data visualization.

 C. The DataViz is pretty, but what is it for?
 Data visualization concerns a wide range of business sectors. If we stick to our panel, several areas are 
represented, namely consumer goods, business services, industry, media, marketing and advertising, 
scientific research, public service, telecom, transport, logistics, etc... All companies use data 
visualization either to do certain things they were already doing better (optimization), or to enrich their 
activity with value-added tasks (innovation). In terms of optimization, DataViz allows, for example, to 
Lagard`ere Active to accelerate the production of its reports and STMicroelectronics to make its 
manufacturing process more efficient;
 In the area of innovation, PagesJaunes discovers and rectifies, thanks to data visualization, the 
shortcomings of its indexing, Voyages-sncf.com launches a new innovative service (Mytripset), Alcatel 
Lucent imagines the mobile applications of tomorrow, etc.

 D. Dual purpose of optimization/innovation
 More specifically, 5 use cases illustrating this dual purpose optimization and innovation: the use of 
DataViz to:
• Improve the company management: One of the first uses of data visualization is to contribute to more 
effective management of activity and performance, oriented towards action.

 In our modern economy, all directions need to manage their organizations as finely as possible by 
relying on numerous and rich data and by producing relevant dashboards. ”A picture is worth a thousand 
words” and nowadays ”the image takes precedence often on words” [17].
 Data visualization is the art of telling figures in creative and gameful way [18].
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 • Improve the customer relationship: Marketing and customer relationship management are two 
functions of choice for data visualization. We visualize customer data to improve Customer relationship 
management (CRM) multi-channel. In addition, DataViz is better to qualify the customer base.
 • Define the company’s offer: At the opposite end of the spectrum, data visualization provides 
companies with tools to better define their offers. Moreover, the exploration of collected customer data 
and the ability to test different hypotheses prove particularly valuable.
 • Contribute directly to the company business: The DataViz serves to better understand your competitive 
positioning. That’s why Data visualization could be considered a relevant source of value and 
differentiation which immediately identify customer postponements. Here, data visualization could 
directly influence the business economics model [19].
 • Empowering citizens: Data visualization also finds its usefulness outside the walls of the company. It 
can contribute to better informing the citizen and therefore giving him the means to act. In fact, company 
can allow citizens to think through Citizen DataViz projects may take a longer turn activist [20], [21]. 
This is the case, for example, of the pariteur of France Televisions.

 E. DataViz and Infographics
 The Dataviz takes the information a person needs and presents it in an easily understandable way. 
Infographics are a mix of Dataviz, journalism, and marketing. They use strategically chosen data 
visualizations and lexicons to explain a complex story easily. The confusion in terminology is 
understandable however the terms are not interchangeable. Both turn data into easy-to-understand 
visualizations. These tools are extremely powerful when it comes to explaining numbers in an 
educational way to people who are reluctant to analyze data. This is their only common point. Here is a 
definition for both forms of presentations.
 Some distinction points between these two terms can take place in Table I.

 F. Main reasons for using DataViz
 Three main reasons explain the use of data visualization namely confirm or refuse hypotheses on a 
market, educate and explore.
 • Confirm or refuse hypotheses on a market: The DataViz can then take the form of a dashboard, making 
it possible to decide while having a global vision of the studied market.
 • Educate: Internally, companies use DataViz for research work reporting or brainstorming sessions. It 
can be a good complement to creative approaches such as gamification.
 • Explore: This is the most futuristic aspect of data visualization, which certainly will develop. Dataviz 
can help build predictive models. We are then in the field of data analysis

 G. DataViz: buzzword or real innovation?
 The data that are thus available to professionals to guide them in their decisions are increasingly 
numerous and multistructured. But how not to be overwhelmed and make it a real tool for reflection and 
decision-making? How to obtain answers to fundamental questions whose answers are for the moment 
unknown?
 It is in the face of these requirements that DataViz takes on its full meaning. The representation of data in 
the form of images makes it easier to understand them. There are several definitions of DataViz in the 
academic and industrial state of the art. These different definitions all converge on the fact that DataViz 
is a way to give meaning to data in order to extract information from it and therefore exploit it. Dataviz 
not only enables intellectual understanding but also transforms a set of raw data into actionable 
information. 
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In addition, it accelerates the understanding, decision, and action that we have just mentioned. It is also a 
mode of communication, allowing data not to remain confined to the world of BI or statistics but to 
infuse the entire organization and become a support for decision-making and collaborative work.

DataViz has many uses and leads to a variety of benefits for the organization. First, it contributes to more 
effective management of activity and performance, oriented towards action. This improvement in 
management is manifested by taking a step back in addition to other tools whose horizon is in the shorter 
term. In other words, DataViz can be used as a decision-making, and strategic tool, usable by a local 
manager to manage his performance.
 Another important use of DataViz is the reinvention of customer service to improve its efficiency. To 
improve the management and understanding of their KPIs (Key Performance Indicators), SFR uses 
DataViz to identify causal relationships in their data sources in order to find hidden

 TABLE I. Infographics versus DataViz

patterns through their main sales channels. A good customer relationship is based on perfect knowledge 
of the customer himself. What are their characteristics and behaviors? How to segment and classify 
them? The exploration capabilities in the data enabled by data visualization find their full meaning in 
providing answers to these questions.

Another key point about DataViz is its ability to foster innovation and its potential to get the business to 
consider new possibilities. In particular, it is a testing ground for new modes of interaction with users.

 3. DataViz’s benefits
 In a context of ever-increasing and often highly complex volumes of data, DataViz has many 
advantages. Data visual
ization is far from being an accessory intended to embellish your website or your presentations. 
Synthetically, we can say that DataViz improves the data understanding, the data communication, the 
decision-making, and the ability to innovate.

 A. Dataviz makes it easier to understand data
 With big data advent and the proliferation of data sources, companies are increasingly using data 
visualization. These visual representations make it easier to understand raw data and thus help in 
decision-making. Big data is not merely more data; it is data that is so vast, so varied, and collecting so 
quickly that typical procedures and methodologies, including ”normal” software like Excel, Crystal 
reports, or other programs, are ineffective. DataViz makes it possible to make the most comprehensible 
data important and what they mean, regardless of the audience concerned. Its effectiveness is based on 
the fact that a majority of us grasp and retain information better when it is represented visually. The 
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 following image illustrates this fact, which was studied by an American psychologist.
 Unlike a table filled with figures, DataViz helps to highlight information that seems complex or 
drowned in a large number of parameters. The following example illustrates this fact well. For example, 
we want to analyze the life expectancy by country. Table II presents an extract of values from the top 5 
countries since the values file is very large.
 But is it ideal for ordering easily and between countries quickly? And explain it in a few seconds to his 
audience? If we transcribe this information on a map, with more or

 TABLE II. Life expectancy per country.

 less bright colors depending on the strength of the index, everything becomes clearer. We want to 
quickly understand which countries have the highest rate of life expectancy.
 Figure 3 allows us to assess at a glance countries with the highest rate of life expectancy. Analyzing an 
Excel file is much faster by visualization, especially if the data is large and complex.

Figure 3. Life expectation by country (Source: Kaggle / WORLD

DATA by country (2020).
 Our brain needs less than 250 milliseconds to enter (1), understand (2), and respond (3) to information 
under visual form. Whereas comparing raw data in tabular form requires an effort of memory that 
quickly reaches its limits. Ultimately, data visualization invites us to take up the classic distinction 
between data, information, and knowledge. If the data are unitary, raw elements, reflecting reality, the 
information is their coherence to give them meaning.
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B. Dataviz improves communication
 Data not only reflect reality, but they also are not just a steering lever. They are also communication 
tools. Unfortunately, few of us are fluent in our language. Most of us need an interpreter to make us 
penetrate the intelligence of the data.
 This is where data visualization comes in. Moreover, Communication is the major asset of the DataViz 
for coordinate the teams. Indeed, the infinite volumes of data stored by companies are generally only 
within the reach of data analysts and other technical profiles. But once put into images, this data is 
accessible to everyone without any prior training. The support generated by DataViz makes it possible to 
unify the discourse and convey unambiguous messages. We can truly speak of democratization of access 
to given [22].

 C. Dataviz optimizes and accelerates decision-making
 This is the logical continuation of an easier understanding of the data. DataViz allows the development 
of interactive dashboards. Unlike static charts, such as those in Excel, interactive DataViz allows the 
exploration of data in depth, with less effort. In a few clicks, it is now possible to release correlations 
between the operational actions put in place, the performance, and their impact. It is also much easier to 
compare its indicators to the market, and competitors. Once the data has been clarified and better 
identified, decision-makers can focus on the essentials and make choices in a way more simple.

 D. Dataviz promotes innovation
 Finally, we cannot close this part on the benefits of data visualization without examining its potential in 
terms of innovation. Indeed, DataViz is also a field of research that can encourage the company to 
consider new possibilities. In particular, it is a testing ground for new ways of interacting with users [23].

 4. Characteristics of DataViz projects
 The deployment of DataViz software is a crucial step that must be perfectly orchestrated to guarantee the 
success of the project. This later must be both fast and light [24].

 A. DataViz project’s speed
 The first characteristic of DataViz projects is that they are, all in all, quick to conduct. Their big 
advantage is in particular to reduce the time between the launch of the project and the ability to show a 
first operational version [21].

There are several reasons for this speed. One of them is that DataViz projects require hardware and 
software resources that interfere little with existing architectures. They, therefore, do not require long 
and complex budget validation cycles: the necessary environment can be available in a short time. 
Another reason is that data visualization lends itself well to POC (Proof Of Concept) type approaches 
experimentation, trial and error iteration loops. Dataviz projects have a very empirical side, completely 
in phase with current development approaches, such as agile methodology, rapid Agile development, or 
Scrum.

 B. DataViz project’s lightness
 Lightness is involved in the technical resources required which are quite light. Example: Recent 
technological developments, such as the development of JSON-type formats (DS.JS3), put us in a direct 
connection with data. Thanks to these formats, we can recover varied data from all horizons, using 
standard applications. A real human-data interface is thus being established.
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C. Success key factors
 To succeed in a data visualization project, it is necessary to bring together key success factors that can be 
classified into three categories. First of all, there are the classic good practices of any project: ensuring 
preparation and planning, choosing the right scope, implementing the appropriate methodologies, etc. 
The second category is that the DataViz project concerns data: their targeting, quality, respect for 
confidentiality, and access authorizations, are therefore essential. Finally, of course, ergonomics and 
graphic intelligence play a key role in the acceptance of DataViz and its effective use (although, by the 
way, these aspects should be part of any IT project, etc.).

 1) Prepare the project well
 The first secret to success is preparation. This is understood on two levels: the content of the data 
visualization, on the one hand, and the project approach, on the other hand. DataViz is not a panacea and, 
to be useful, it must be well thought out. On the methodological aspect, the preparation consists of 
implementing establishes a process for collecting, analyzing, and representing data that is viable over 
time, but also sufficiently flexible.
 2) Target data and visualizations according to the profile of the users
 A second success factor is related to the nature of the data visualization, namely a communication tool. 
However, for communicating effectively with someone, it is important to meet his need, with clarity and 
in a form he understands. Three key questions to ask yourself to choose the best representation:
 • What question do we want to answer? All the graphs do not make it possible to present the same 
analysis (distribution, evolution, decomposition...). Hence the importance for the designer to question 
his intention.
 • Whoare we talking to? Is he an expert or a layman? What should he do with the information (e.g. retain 
the information for later or make an immediate decision)?
 • In what context is the interlocutor? The good reception of the graphic does not only depend on the 
graphic itself, but also the intellectual and visual availability of the reader. All that the graphic designer 
can do is try to anticipate this greater or lesser availability, in order to choose the most suitable 
representation.
 The difficulty increases when the data visualization must address different audiences. It is then 
necessary to provide modes of representation adapted to each of them. This is the case, for example, of 
the Belgian FPS Economy, which communicates with both the general public and professionals.

 3) Start on small perimeters, to learn
 Another good practice is to ”get your hands dirty” on first restricted perimeters, if possible as controlled 
as possible. This allows you to move forward, without too many risks, in trial and error mode until a first 
satisfactory solution is obtained.

 4) Ensure data quality at source
 In BI, you reap what you sow or, to put it more lapidary way: garbage in, garbage out. In other words, if 
we want data visualization to be able to communicate the right messages, make it possible to make 
informed decisions, to explore unknown territories, there is one condition to be met above all: to have 
quality data entrance. In return, DataViz improves the quality of the data. First, because it compels a 
certain discipline; then, because it also visualizes... the non-quality of the data. Repeated outliers may 
appear at first glance as oddly placed dots, for example.
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5) Focus on cooperation between several departments
 Another ingredient of success lies in the cooperation between the actors of the project. DataViz thus 
contributes to breaking down the silos that may exist in the company and contributes to greater cross-
functionality.

 6) Train the teams
 Data visualization does not require side training users. On the contrary, we can say that it is fully 
successful when it is immediately adopted. For this, simplicity and intuitiveness are essential. But 
offering a simple rendering can be extremely complicated. This is why the training of those who produce 
the visualizations is an undeniable plus.

 7) Using aesthetics as a lever for appropriating information
 Data visualization cannot be reduced to a representation aesthetics of data. One can make pretty 
representations that are perfectly useless. But that’s not to say that aesthetics don’t play a role. Used well, 
it is an essential criterion of efficiency for DataViz. In this concern to combine aesthetics and efficiency, 
companies have every interest in being imaginative and going beyond traditional Excel-type charts, if 
that makes sense.

 D. Pitfalls to avoid
 If certain good practices maximize the chances of succeeding in your data visualization project, you can 
expect, as with any project, to encounter difficulties such as:
 • The risk of overloading it with information.
 • A general management that does not necessarily perceive an interest of data visualization immediately.
 • Skepticism about the performance of the tool.
 • Apitfall to avoid: forget your classics: We should not confuse simplicity with simplism [25].

 E. The DataViz’s impact on the relationship between IT and business lines
 Data visualization projects have the particularity, as we saw previously, of offering great autonomy to 
users. users. This is why, in this area, the relationship between IT and the Professions are set to evolve. It 
has happened that friction has arisen, with the IT Department feeling deprived of some of its 
prerogatives. These tensions have unfortunately been maintained by some providers of DataViz 
solutions by addressing only the Business Lines without going through the IT Department to win 
contracts [26].
 Thus, we cannot speak of a loss of prerogatives of the DSI (Dimensional Strategies Inc.) or the BI teams. 
Simply, data visualization raises new questions about how to represent data, about the distribution of 
roles and responsibilities between the business lines and the IT department, and about how to conduct 
projects [27].
 CIOs understand this. Even those who were initially reluctant are realizing that data visualization is not a 
threat, and are softening their stance [28]. In truth, data visualization is a chance for CIOs and BI teams. 
On the one hand, it will relieve them of time-consuming tasks, allowing them to focus on their missions 
with higher added value. On the other hand, they even have a unique opportunity to invent a new form of 
BI and relationship with business. What we can remember is that data visualization, even if it provides 
great autonomy to the business lines, is a question that should interest the IT department and the BI 
teams, quite simply because it touches the data. Autonomy of businesses is useful if it is implemented 
smartly and if it allows them to obtain even more value from the CIO and the BI. Presumably, by 
accustoming the Professions to speak the language of data, thanks to graphics, the DataViz will 



International Journal of Computing and Digital Systems (IJCDS) (Volume - 13, Issue - 02, May-Aug 2024)                                          Page No - 53  

ISSN 2210-142X

contribute to the taking of awareness of the value of data. It can therefore play a role unifier, at the service 
of business creation.

 5. Which tools for which data visualization?
 Information visualization faces increasing hurdles as the big data era progresses. First of all, the amount 
of data that needs to be visualized surpasses the size of the screen.
 Second, a typical computer cannot be used to store and process the data. A big data visualization solution 
needs to offer perceptual and performance scalability to solve both of these issues.
 In this section, we will focus on some data visualization tools for beginners as well as for experienced 
users.

A. Tools accessible to beginners
 Tools for beginners are available to allow them to create DataViz without resorting to programming or 
its basis and no expertise is required.

 1) Office software and extensions
 a) Excel
 Excel remains one of the basic tools for data visualization [29], [30]. The maximum number of values in 
a column is about 1,999,999,997 [31]. Third parties create Excel add-ins to provide Excel users with 
extended functionality and save their time and effort. Developing these add-ins requires coding 
expertise in languages such as XML (eXtensible Markup Language) and VBA (Visual Basic for 
Applications) and providing an easy-to-use interface that complements Excel.
 Table III overviews some Excel add-ins for DataViz.
 Table III overviews some Excel add-ins for DataViz.
 
b) LibreOffice
 LibreOffice is a free and open-source office suite, derived from the OpenOffice.org project, created and 
managed by The Document Foundation. Extensions are provided to enable various activities, including 
visualization. LibreOff ice extensions are software add-ons that you can install in addition to the core 
LibreOffice apps to extend the capability of the suite in one or all of the programs (Writer, Calc, Impress, 
etc.).
 Some examples of LibreOffice extensions dedicated to data visualization can be presented in the table 
IV.

 2) Online office suites
 Whenchoosing between data visualization tools, one option worth considering is Google Sheets. 
Google’s spreadsheet application can be used to generate charts, tables, and even maps that can be 
embedded in a website. They’re easy to make and can be configured to update automatically [32].
 It’s not for every visualization need. There are some tasks that need for more intricate data visualization 
strategies and customisation than what Google Sheets can offer. Google drive extensions can also help 
novice users to perform data visualizations, namely Fusion Tables [33], Slemma [34], Geckoboard [35], 
VizyDrop [36], BIME Analytics [37], Cyfe [38], and Datahero [39], etc.

 3) Office 365
 Microsoft 365 is made up of the Office suite (Word, Excel, PowerPoint, Outlook, OneNote, Publisher, 
and Access), as well as a set of online services such as OneDrive, Exchange Online, SharePoint Online, 
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Teams, and Yammer.
 The Officesuite allows work in offline mode like a perpetual suite, which distinguishes it from Office 
Online, which is used from a Web browser. The principle of Microsoft 365 is to be updated as new 
versions of Office are released [40]. It provides also some integration apps to visualize your data in an 
interpretable, innovative and relevant way. Table V describes someones highlighting their main 
functionalities.

 4) Simple online tools
 a) Tableau
 Tableau Public is a free platform for exploring, creating, and publicly sharing data visualizations online 
[41].

 b) Canva
 Unlike other charting tools, Canva is quick and easy. There’s no learning curve– you’ll have a beautiful 
graph or chart in minutes, turning raw data into something visual and easy to understand [42].

 c) Plot.ly
 Plotly is an open-source visualization library for data visualization and analysis. It provides many 
products including Dash, Chart Studio,, a Python framework, R, and recently JULIA for building fast, 
easy and powerful analytical applications. It gives the hand to draw several types of the graph such as 3D 
graphs, histograms..., easy to use and handle, totally free, and very interactive and flexible.

 d) PowerBI
 Is a data analysis solution from Microsoft. It allows for the creation of personalized and interactive data 
visualizations with a simple interface enough for end users to create their reports and dashboards [43].

 e) Chartblocks
 This is an online charting software. It helps to create basic charts quite quickly and to import more data 
from different external sources [44].

 f) Periscope Data
 Is an effective platform for data analysis. It may compile all of the company’s data and produce reports. 
With this tool, we can quickly transform our data into a report or graph that is simple to interpret. [45]. 
For data consumers who frequently need data, Periscope Data enables analysts to transform their SQL 
searches into interactive dashboards, charts, and reports. The groundbreaking data warehouse 
technology from Periscope Data links to your databases in a flash to provide extraordinarily speedy, low-
cost query processing. Workflow hurdles are removed, and data literacy is promoted throughout your 
organization, thanks to unlimited users and no query limits. [46].

 g) Holistics
 Is an intelligent data reporting and business intelligence platform that enables us to resolve our data-
related inquiries and problems without the need for technical support. For business and data teams, it 
eliminates the aggravation of request queues. Holistics allows business users to access their data without 
writing SQL (Structured Query Language) or interfering with data teams. Data teams can create and 
manage a set of business KPIs using Holistics [47].
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 h) Cluvio
 It is a cloud-based analytics and BI tool that enables businesses to use a dashboard to examine data. The 
solution enables query execution, results filtering, and data visualization on charts and diagrams. An 
SQL editor, adaptable

 TABLE III. Some Excel add-ins for DataViz.

TABLE IV. LibreOffice Extensions.

 TABLE V. Data Visualization Apps Integrated with Microsoft 365.

R scripts, push notifications, customer dashboard sharing, and more are some of its primary features 
[48].

 I) Klipfolio
 is a cloud-based tool for building and sharing real-time dashboards for use on mobile, TV, and online 
browsers. [49].

 j) Clicdata
ClicData is a 100% cloud platform. It offers a more modern vision of the software by offering in 
particular the possibility of importing data regardless of their format and cross-referencing information 
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from different tools [50].

 k) Qlik Sense
 An effective visualization presents the relationships between many values and allows you to analyze 
data at a glance. Qlik Sense offers a wide range of visualizations and charts. Each chart excels at 
visualizing data in various ways for different purposes. Charts should be selected based on the data you 
want to see in them [51].

 l) Chartio
 With the help of the cloud-based BI and analytics tool Chartio, users can quickly evaluate data from 
business apps and visualize it using a variety of customisable charts. Due to its straightforward 
Interactive and SQL modes, Chartio is appropriate for both professionals and those with no prior 
technical knowledge [52].

 m) DataWrapper
 Another excellent tool for data visualization is Datawrapper. With DataWrapper, you can simply 
generate charts, tables, and maps that are readable on any device. As a non-commercial platform, 
Datawrapper is best suited for schools and small businesses that require simple data visualization tools 
[53].

 n) Venngage
 Venngage is a web application for creating a range of data visualizations including infographics, posters, 
reports, and promotions [54].

 o) Piktochart
 Piktochart is a web-based graphic design tool and infographic maker. We can create bar charts, maps, 
line graphs, scatter plots, and more [55]. It can also synchronize with Google Spreadsheet or 
SurveyMonkey to retrieve data and thus create interactive graphs or tables.

 p) Infogram
 Infogram is a web-based data visualization and infographics platform. It operates as a data visualization 
tool to make data easy to understand, discover unknown facts/outliers/trends, visualize relationship 
patterns, and ask better questions.

 q) Raw
 RAWGraphs is an open-source data visualization platform designed to make it simple for anyone to 
visualize complex data. It tries to fill the gap between vector graphics editors like Adobe Illustrator, 
Inkscape, and Sketch and spreadsheet programs like Microsoft Excel, Apple Numbers, and OpenRefine 
[56].

 r) Wordle
 Wordle is a tool for altering word clouds [57] that include participation from the Las Vegas 2009 
Olympics. The fundamental advantage of Wordle is that it enables neighborhood-preserving editing, 
which retains words in predictable and nearby areas both during and after editing. An illustrative 
example made with wordle for the DataViz context can be presented in figure 4.
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 Figure 4. DataViz with Wordle.
 
s) Easel.ly
 People may simply visualize information on Easel.ly by quickly creating infographics and data 
visualizations. No prior design experience is necessary. A tool for designing infographics called Easelly 
can turn any visualized content into any kind of information. It offers a variety of templates, themes, and 
objects so users may alter specific details in their projects [58].

 B. Tools accessible to experienced users
 1) JavaScript libraries
 JavaScript libraries and frameworks facilitate the development of websites and applications with a wide 
range of features and functionality– all thanks to the dynamic, flexible and attractive characteristics of 
JavaScript. According to a 2020 StackOverflow survey, JavaScript remains the most widely used 
programming language (for the 8th grade), with 67.7% of respondents using it. Table VI including the 
top 15 libraries dedicated to visualization will be able to describe them better.

2) Dashboard builders
 a) Google Data Studio
 It is an online application for data visualization that assists users in transforming data into educative 
reports and engaging dashboards. By producing engaging reports like this one, it is a powerful tool that 
enables marketers and business owners to use their data efficiently [59].

 In essence, Google Data Studio is a condensed version of software for data visualization, such as 
Tableau and Clickview. Data Studio is not a data source, in contrast to tools like Google Analytics or 
HubSpot. It gathers data from several sources, does analysis on it, and then enables you to produce 
interactive reports, charts, and dashboards rather than collecting the data.

 b) Toucan Toco
 Is a cloud-based data visualization tool. Intended for non-technical business executives, the objective of 
this highly configurable data visualization solution is to provide essential information and data for 
decision-making [60]. Toucan Toco also develops APIs that allow it to integrate with other IT solutions, 
such as Cognos Analytics and Salesforce. To retrieve the data to be used and then displayed, this 
advanced reporting tool is thus able to connect to more than a hundred applications: Excel, Google 
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Analytics, and Microsoft SQL Server.
 
c) Data Hero
 DataHero is a cloud computing BI software platform specializing in data visualization and dashboards. 
It is the fastest and easiest way to get insights from data. It offers the possibilty to create charts, reports, 
and dashboards from business data [61].

 d) Looker
 Is a cloud platform dedicated to data visualization. As a BI platform, Looker integrates several features, 
including many options dedicated to data visualization including the use of reporting tools, the creation 
of dashboards, and multicloud storage. Coders can use the LookML language to program visualization 
parameters.

 6. Data Visualization challenges An interpretation is necessary before using quantitative data. Data 
visualizations combine the meaning of unprocessed data into meaningful conclusions. When designers 
put eye-catching visuals ahead of accuracy, the result is misleading visualizations. In order to convey 
data in an ethical manner, designers need to steer clear of common data visualization errors.

 A. Algorithms and data inputs are susceptible to human error
 Because human inputs are fallible, data visualization can only be as good as the people who provide it. 
Professionals who are unaware of the variations in applications may employ specific algorithms that 
emphasize specific information while ignoring other information. They might use a specific technique 
as a one-size-fits-all method for visualizing data, which can result in concepts being misrepresented. 
Analysts must take into account what makes each use case distinct.

 TABLE VI. Top 15 JavaScript Visualization Libraries.

and employ a system that can help them achieve their particular objectives in order to minimize human 
error. Additionally, the use of machine learning and artificial intelligence can aid in lowering the 
requirement for human factors.

 B. Data oversimplification
 To make vast amounts of information easier to understand for viewers, visualizations condense them 
into simple graphs, scatter plots, and other visual aids. Because of this, some professionals have a 
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a tendency to oversimplify.
 If they concentrate too much on the aesthetic appeal, they might overlook important details. As a result, 
viewers may draw incorrect inferences and conclusions from the imagery. In the end, this may result in 
poor decisions, which could be detrimental to businesses. By enlisting the aid of data analytics 
consulting firms, one can guarantee accurate representation of data while lowering the possibility of 
oversimplification.

 C. Reliance on visualization is inevitable
 Customers are depending more and more on data visualizations to understand their information. They 
make snap judgments based on visuals and aesthetics. It’s a simple and efficient method of learning, and 
even as technology develops quickly, it should continue to be applicable. But in order for businesses to 
remain competitive, the trend of consumers depending too much on visualization forces them to employ 
analytical tools.

 D. Data overload
 When working with vast and complicated datasets, researchers frequently face the difficulty of data 
overload. This may lead to misunderstandings, annoyance, and mistakes in your analysis. How do you 
make sense of your data and prevent yourself from being overloaded with information? Here are some 
pointers to assist you in controlling the amount of data you analyze. In data visualization, information 
overload is a prevalent issue. When designers incorporate an increasing number of datasets into the 
display, data overload occurs. This makes the visualization difficult to understand as well as difficult to 
construct [62].
 Lack of attention and prioritizing is a common cause of information overload. You should take a step 
back and assess each data set if you find that you’ve fallen victim to data overload.

 7. DataViz’ issues
 A good visualization makes the data easy to understand so that viewers can rapidly draw conclusions. 
The inclusion of excessive information is one of the most frequent errors in data visualization. It is 
challenging for viewers to come up with takeaways because of this. Similar to how visualizations suffer 
from overuse of visual effects by designers.
 • Why are most visualization designs ineffective? Because they are created for the incorrect audience, 
data visualizations frequently lack effectiveness. Poor end-user communication causes dashboards to 
lose some of their apparent usefulness. The audience for the dashboard must be identified before the data 
visualization design process can begin.
 • What mistakes should be avoided in data visualization? Duplicate data, missed data, unmarked NA 
values, etc. are examples of common errors. For instance, the three pie chart sectors in this pie chart total 
up to 193%, which is illogical. Your final visualizations would be useless if the data contained such 
inaccuracies.
 • Does data visualization require coding? You may quickly construct an interactive data visualization 
without writing any code. Spreadsheets and reports with a lot of text are insufficient for effectively 
presenting the data we found. This is why data visualization is necessary to show the data in a form that 
makes it easier for everyone to understand complex ideas.
 • Why is misleading data bad? The audience could not notice the pertinent information if there is too 
much material offered or if it is irrelevant. It gets increasingly challenging to identify specific trends as 
there is more data provided at once. The public is frequently misled using sparse but pertinent material 
by over-informing them.
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 • Can the data be misleading? Due to the sampling technique employed to collect the data, the results 
may be deceptive. For instance, the type and size of the sample used in any statistic has a significant 
bearing on the results. Since many surveys and polls are directed at specific groups of people who give 
particular answers, the sample sizes tend to be tiny and skewed.

 A. How to secure data privacy when sharing visualizations?
 A strong technique to convey patterns, insights, and narratives from large, complicated data sets is 
through data visualization. However, how can you make sure that unauthorized users cannot access your 
visualizations and see private or sensitive data?
 Individuals and organizations have the right and obligation to manage the collection, use, and sharing of 
their proprietary or personal data. This is known as data privacy. Data privacy is a business and 
reputational concern in addition to a legal and ethical one. You run the risk of facing legal repercussions, 
negative consumer feedback, and reputational harm if you neglect to secure data privacy.
 Furthermore, you run the danger of losing the confidence of your stakeholders, partners, and data 
providers, which could have an impact on the availability and quality of your data.

Anonymizing data prior to visualizing it helps protect data privacy. In this procedure, any 
identifiers—such as names, addresses, phone numbers, or email addresses—that could be used to 
connect data to particular individuals or entities are either hidden or removed. A variety of techniques 
can be used to anonymize data, including substituting random or pseudonymous values for identifiers, 
aggregating or summarizing data at a finer level of detail, introducing noise or distortion to value data, 
choosing or sampling a subset of data, and switching or combining data values between records.

 One practical method for guaranteeing data confidentiality is data encryption. This entails converting 
data into an encoded format that is only readable or accessible by individuals with the proper 
authorization and a decryption key or password. Data can be encrypted using a variety of techniques, 
including applying encryption algorithms or software, utilizing secure protocols or platforms, and 
incorporating encryption functions or libraries into encryption tools. visualization, as well as securing 
visualization outputs with a password or access control. All of these techniques can aid in preventing 
unwanted access to sensitive data.

 B. AI’s impact on data visualisation Work
 Thanks to technology advancements, data visualization once restricted to simple graphs and tables now 
has a far more sophisticated aspect. As it positions itself as a major catalyst, artificial intelligence reveals 
new methods for accurately representing and interpreting the vast amount of information at our disposal. 
The nexus between Artificial Intelligence (AI) and visualization goes beyond a straightforward display; 
it is revolutionizing our comprehension and utilization of data [62].

 In terms of theory and consulting, Chat Generative Pretrained Transformer (ChatGPT) still needed 
improvement because it was still prone to errors and lacked in-depth knowledge. In spite of this, it’s still 
amazing how quickly and accurately it could respond in writing to my question. On the DataViz coding 
side was where ChatGPT truly excelled. We can ask ChatGPT to generate the code for a specific chart in 
multiple languages or libraries, and it will be as simple as that. In order to alter the code’s appearance or 
functionality, we can also ask it to update certain parts of it. Even broken code can be fixed by ChatGPT, 
which can also tell you what went wrong [63], [64].
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 What effect will ChatGPT and similar AI tools have on DataViz work in the future, though, if they keep 
getting better? The way we retrieve information from the internet could already be revolutionized by the 
ChatGPT interface [65], [66]. To what extent, then, would AI tools disrupt the data visualization 
industry? In the following table VII, some educated guesses about what could take place in the future 
because of the AI.

 8. Conclusions and limitations
 With the development of smart technologies that generate astronomical amounts of data, data 
visualization becomes essential. Indeed, in order to be able to analyze your Big Data and make the best 
use of it in your business strategy, it is essential to be able to read it and list your business information in 
visual dashboards.
 By classifying, segmenting and scripting data visually, a business can uncover previously inaccessible 
information at a glance. Data visualization therefore allows any organization to manage its activity more 
efficiently by adopting a data-driven and agile strategy. If data visualization was important a few years 
ago, it is crucial today. In the era of Big Data, it makes it possible to make sense of the billions of data that 
a company can collect every day and which, before this transformation process, are presented in separate 
lines and are therefore not easily exploitable. Data visualization is a very important task nowadays for 
data scientists. The main reason for recourse is decision-making.
 An interpretable, relevant, and innovative visualization can lead to the right decision for a company 
knowing that this decision could be radical. Conventional visualization techniques cannot handle the 
enormous volume, variety, and velocity of data. To do this, several tools have emerged and are constantly 
evolving.
 Therefore, modeling large data is a useful topic right now, among other things. Data modeling is actually 
a process that gives businesses access to a simple graphical user interface for finding, designing, 
visualizing, standardizing, and deploying high-quality data assets. Now, a sound data model acts as a 
guide for creating and implementing.

 TABLE VII. Some educated guesses about what the future may bring negatively.

 databases that use higher-quality data sources to enhance application development and help users make 
wiser decisions [67]. So, we will be interested in big data modeling systems.
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The article should be accompanied with a cover letter with the information about the author(s): surname, middle initial, first 
name, and citizen personal number, rank, title, e-mail address, and affiliation address, home address including municipality, 
phone number in the office and at home (or a mobile phone number). The cover letter should state the type of the article and tell 
which illustrations are original and which are not. 
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