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A B S T R A C T

In this study, the appearance quality of Hashemi variety of rice grains was evaluated using image 

processing and artificial neural network (ANN) classifier. Non-touching kernel images of different classes 

in a Hashemi rice sample were acquired using a flatbed scanner. Then preprocessing, segmentation, 

feature extraction and effective feature selection process were done on each objects of image. To 

categorized grains, various structures of ANN consisting network with one and two hidden layer with 

different hidden nodes, different training and transfer functions were considered. Results of validation 

stage showed ANN with 13-18-18-5 topology and LM training and tansig transfer functions had highest 

mean of classification accuracy (97.33%) and the lowest value of RMSE (0.08361). It's concluded that the 

suggested method uses low cost equipment to identify quality of rice with acceptable accuracy. Results of 

this research can be used for fast and accurate grading and developing an efficient rice sorting system.

Keywords: Artificial Neural Network; Classification; Image Processing; Quality; Rice.

1. INTRODUCTION
Rice is an important and mature food product in the world especially in Asia which provides energy and 
considered as the main food. Rice is a major crop in Iran, too. The most important regions for producing 
rice are in the northern provinces of IRAN [1]. Among different varieties of rice, Hashemi variety has 
good marketability due to having appropriate flavor, size and cooking quality, and most widely grown by 
farmers in these regions. There is direct relationship between economic value and grain quality. The rice 
quality includes appearance quality (related to its shape, size and color), milling quality (which define as 
the quality of product derived from paddy) and cooking quality (that identify by some ways like the 
needed time for cooking grains, the elongation ratio within cooking, the amount of solid particles that 
remain in the water of cooked grains and the percent of water absorption of each grains) [2], [3]. Head 
rice yield (HRY) is one of the appearance quality factors which is related to the number of sound and 
broken kernels existed in a sample [4]. Broken rice kernels has less marketability and price rather than 
sound kernels. Rice kernels with a length of less than three fourths of healthy kernels are called as broken 
kernels [5]. Percentage of chalky and discolored grain are another appearance quality factors. Generally, 
rice kernels are translucent. If a segment of the white rice is opaque (not translucent), it is identified as 
chalky [6]. Although appearance of chalky kernels fade during cooking process but presence of chalky 
kernels decreased the quality and grain salability [7]. Discoloration (excessive browning and blacking) 
in rice kernels occurs due to harvesting in high grain moisture content, harvesting during presence of 
dew, inappropriate storage, delay or improper drying, development of fungi and biochemical process 
[8], [9]. Presence of some discolored kernels in sample of white rice has adverse effects on its appearance 
quality which effects on its economic value. 
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Traditionally, rice quality is determined manually by well-trained human inspectors which are tedious, 
time-consuming and non-consistent. Various inspectors make own their decision about what they feel. 
As a result, they might have high percent of error. This has generated the need for new methods that are 
simple, rapid, accurate, and nondestructive [10]. In recent years, researchers have been able to invented 
automatic methods based on camera and computer which have the ability to analyze the characteristic of 
the different products [11]. This methods called as computer vision system. There are five main 
components which are related to computer vision system such as illumination, acquisition of image, 
board of image capture (digitizer or frame grabber), processing and analyses of image [12].

Some of researchers have represented the computer vision application on distinguishing and classifying 
of grain and its relevant quality factors in case of bulk form or single kernel. Paliwal et al., [13] extracted 
shape and size features like compactness, roundness, ferret diameter, elongation, major and minor axis 
length, perimeter and area for some cereal grain like rye, barley, oats, Canadian Western Amber Durum 
(CWAD) wheat and Hard Red Spring (HRS) wheat. Then the extracted features were used in order to 
train different structures of ANN. The reported accuracy of classification was up to 88% for tested cereal 
grains by ANN networks with four layer structure. Visen et al., [14] categorized some Canadian cereal 
grains by extracting morphological features. They represented categorized accuracies of 98.7% for 
barley, 99.3% for CWRS wheat, 96.7% for CWAD wheat, 98.4% for oats, and 96.9 for rye which were 
acquired by using expert probabilistic ANN. Golpour et al., [15] developed an algorithm based on color 
features and ANN for identifying and classifying five Iranian bulk paddy, brown and rice varieties. 
Images of bulk sample were obtained by appropriate scanner. Result represented that the ANN with two 
hidden layers and topologies of 36-6-5-5, 36-9-6-5 and 36-6-6-5 had mean classification accuracy of 
98.8, 100, and 100% for paddy, brown and white rice varieties, respectively.

Aulakh and Banga, [10] developed an algorithm for determining purity percent of non-touching brown 
rice samples. After segmentation of scanned brown rice images, they changed to binary images for 
performing other morphological operations. The mean area (in pixel) of broken grains was lower than 
sound grains. Thus, an area based threshold value was selected to discriminate between sound and 
broken grains. By counting all kernels (before threshold) and sound kernels (after threshold) in sample 
image, the percent of purity was determined. A same method of morphological operations was 
conducted by Prajapati and patel, [16] and Ajay et al., [17]. In another study, Dalen, [18] had studied on 
identification of the dimension, amount of sound grains, and rice dimension distribution using flatbed 
scanning (FBS). Also Zareiforoush et al., [19] specified the best classification methods for grading of 
white rice kernels based on their lengths and degree of milling. Images of four various categories of non-
touching milled rice consisting low-milled broken kernels (LMB), low-milled sound kernels (LMS), 
high-milled broken kernels (HMB), and high-milled sound kernels (HMS) were obtained by using a 
CCD camera. Fifty seven features (including 5 features belong to size and shape, 4 features belong to 
texture and 48 features belong to color) were extracted for each rice kernel. Four various techniques of 
classification consisting support vector machine (SVM), decision tree (DT), artificial neural networks 
(ANN) and Bayesian Network (BN) were used to classify samples. Results showed that all of the 
classification techniques had acceptable accuracy. Among them, BN with Hill Climber search algorithm 
had the lowest accuracy of 96.89 % and ANN with 12-5-4 topology had the highest accuracy of 98.72 % 
for classification of samples. Also the classification accuracy of DT with REP algorithm and SVM with 
Universal Pearson VII kernel function was 97.5 and 98.48 %, respectively.
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Yadav and Jindal, [20] monitored milling quality of ten Tahi rice varieties using image analyses. By a 
CCD camera, they calculated three size and shape features such as projected area, perimeter and length 
for each individual kernel. Ten Thai rice varieties were selected. At first, all of the paddy samples were 
dehusked. Then, dehusked samples (brown rice) were purred into a laboratory milling device in order to 
produce white rice. The milling time was adjusted between 0.5 to 2.5 min with intervals of 0.5 min to 
produce white rice with different degree of milling. The morphological features of projected area, length 
and perimeter were calculated for each object. For milling performance evaluation, mean gray level 
distribution of bulk sample was obtained from images and correlated with results of commercial white- 
ness meters that operate based on white rice surface reflectance of light. Results show that projected area 
of each kernel was useful param- eter for calculating the HRY. Also the results showed that the gray level 
depended to milling degree and varieties. It was changed from 70 to 190. In all varieties, with increasing 
degree of milling, the amount of mean gray level was increased. In another research, potential of 
chalkiness determination was evaluated by Yoshioka et al., [21]. The study was conducted based on 
chalkiness rate and chalkiness position on each kernels. A SVM classifier was used to categorize grains. 
Results show that SVM classifier could identify the chalkiness rate with mean accuracy of 85.5 %. Also, 
accuracy of 90.2 % was obtained by SVM for calculating chalkiness position on each kernel. The overall 
results indicated that vision technology is powerful tools for chalkiness identification.

A sample of white rice (Hashemi variety) may contain various percentages of white rice, yellow rice, 
gray or black rice, chalky rice and broken rice which effects on its marketability, quality and price. 
Literature review showed that there is no comprehensive research for determination all of the major 
quality parameters of rice. Thus, our research goal was to create a vision based program to determine 
amount of head white rice (HWR), head yellow rice (HYR), head gray rice (HGR), head chalky rice 
(HCR) and broken rice (BR) that existed in a sample.

2. MATERIALS AND METHODS
The steps of our vision based program are shown in Fig. 1. After preparation of samples, images of rice 
kernels were taken. Then the taken images were pre-processed and features related to morphology, 
texture and color of each object were calculated. In the next step, proper features were selected. Selected 
features were applied as inputs to ANN classifier for separating various classes and finally the classifier 
performance was evaluated.

Fig. 1: Steps of Rice Image Processing Procedure.
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2.1. Sample preparation
The amount of 4 kg sample of Hashemi variety containing five different classes including sound kernels 
(white, gray, yellow and chalky kernels) and broken kernels was prepared from the Rice Research 
Institute of Iran (RRII). The initial moisture content of the sample was between 11-14% (w.b.) which was 
evaluated by a digital moisture meter (GMK model 303RS, Korea). The sample was then divided into 
four parts of 1 kg and each part was given to an expert in order to separate different classes in the sample. 
Finally, each separated class mixed together and 300 kernels from each class were randomly selected.

2.2. Image acquisition
For taken the images of rice kernels, a flatbed scanner (HP Scanjet 3570c, USA) with 300 dpi resolution 
and 2528×3507 pixels in JPG format was used. Each captured image of each class containing 300 
kernels. The kernels were purred on the scanner glass and separated manually from each other. Then a 
black sheet was placed on them and their images were taken. Totally, images of 1500 kernels were 
obtained from all classes. Images of various classes of Hashemi rice are represented in Fig. 2, where Fig. 
2-A, shows head white rice (HWR), Fig. 2-B, shows head chalky rice (HCR), Fig. 2-C, shows head gray 
rice (HGR), Fig. 2-D, shows head yellow rice (HYR) and Fig. 2-E, shows broken rice (BR). In order to 
display visual performance of suggested algorithm, an images containing combination of all classes in 
non-touching form were captured (see Fig. 2-F).

Fig. 2: Images of Different Classes Which Existed in Hashemi Rice Sample.

2.3. Pre-processing
Preprocessing is a mathematical set of operations that is performed on a digital image to fit that image for 
a particular purpose (for example feature extraction). In this study, preprocessing procedure consist of 
binarization of RGB image, noise removal, filling inside of each object (kernel), segmentation and 
labeling of each kernel (head or broken) from other in the image. The RGB images binarization were 
done based on Otsu threshold method. In this method, at first, a threshold coefficient value was applied 
on gray level intensity of image. Then intensity of each pixel compared with selected threshold value. If
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pixel intensity was greater than threshold, the pixel intensity becomes 1 (white) and vice versa. In our 
research, the threshold coefficient value of 0.35 was selected. At the next stage, the generated noises 
caused by factors such as converting color images to binary images, the presence of small particles on the 
scanner glass and etc., were removed from the images. Then, in order to extract correct data related to 
object's morphology (size and shape), filled inside of each object. Finally, all objects (kernels) in the 
image were separately segmented and labeled to analyze each kernel. The above steps are shown in Fig. 
3.

Fig. 3: Different Steps of Preprocessing of Hashemi Head White Rice.

2.4. Feature extraction
This step of image processing is done in order to describe, identify or classify and separation of the 
objects. In this paper, features related to size, shape were extracted from each object (see Table 1) [22], 
[23]. The RGB and HSI color spaces were used for color feature extraction and six statistical descriptor 
namely mean, variance, standard deviation, skewness, kurtosis and range were extracted from each 
related component (Table 2-A). Totally 36 color features (6 related component × 6 statistical descriptor) 
were extracted from each object [24]. Texture analyze of each object was done by extracting gray level 
co-occurrence matrix (GLCM). For calculating the GLCM, the occurrence probability of pair of pixels 
with specific structure which arranged next to each other, must be calculated. This structure included a 
relative distance of d (in pixel) and orientation of θ (θ = 0, 45, 90 and 135) between pair of pixels that are 
in the neighborhood of each other. In this study, the distance of d=1 and orientation of θ=0 was selected 
for calculating the GLCMs. Then, ten statistical features were extracted according to Table 2-B. Thus, a 
total of 60 texture features (10 statistical features ×1 orientations ×6 relevant component) were extracted 
from each object in each relevant component of R, G, B, H, S and I [24]. In sum, 110 features including 
14 size and shape, 36 color feature and 60 texture feature were extracted for each object in the image.
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Table 1: The Extracted Size and Shape Feature From Each Object [22], [23]

Table 2: Used Statistical Descriptor for Extracting Color and Texture Features [24] 

2.5. Effective feature selection 
All of the 110 extracted features from each object are not appropriate for good classification and they 
may decrease accuracy and increase processing time of classification. The effective feature selection 
process is so important step and selected features must be considered as input of classifier. Several 
methods like wrapper methods, factor analysis (FA), sensitivity analysis (SA), correlation based feature 
selection (CFS) and principle component analysis (PCA) are usable for choosing best features [25 - 27]. 
Best features of our research was selected by CFS method. Generally, in feature selection methods, a 
feature evaluator and search method are needed. The feature evaluator specified which methods was 
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used to dedicate a merit to each subset of features. When CFS method was used as evaluator, the 
following hypothesis was considered: "A good feature subset is one that contains features highly 
correlated with (predictive of) the class, yet uncorrelated with (not predictive of) each other" [28]. Also, 
the search method is an algorithm which determine searching style. In the current study best first search 
algorithm (BFS) was selected because of it allows backtracking along the search path. It was applied on 
the extracted shape, size, color and texture features of different classes of Hashemi variety using 
"CfsSubsetEval" evaluator in WEKA software [29]. The output results of CFS method indicated that the 
number of features decreased from 110 to 13, including 5 for shape and size features, 4 for color features 
and 4 for texture features. The selected features name are shown in Table 3. 

Table 3: Superior Features Which Selected by CFS Algorithm 

2.6. Classification 
Many techniques like Decision Tree (DT), K-Nearest Neighbor (KNN), Fuzzy Logic (FL), Artificial 
Neural Network (ANN) and Support Vector Machine (SVM) are used by researchers for classification 
[26], [30]. An ANN is an idea for data processing which has been improved by biological neural system 
and processed data like human brain [31]. One of the most advanced neural model is multi-layer 
perceptron (MLP) which can simulate transitional function of human brain and were applied in various 
application like prediction and classification [27]. Each simple neural network consist of input and 
output layer which is used to solve simple problems, while in MLP, there are additional layers (or layer) 
called hidden layers (or layer) which helps to solve complex problems. MLP networks belong to feed 
forwards network. This network is trained based on back propagation algorithm. Also different back-
propagation algorithm such as SCG (scaled conjugate gradient), LM (Levenberg-Marquardt), GDM 
(gradient descent with a momentum), GDX (gradient descent with mo- mentum and adaptive learning 
rate back-propagation), OSS (one step secant) and etc. are available. They are used for minimizing the 
error [27], [31]. For classification of our rice sample, MLP network was used. 

The numbers of neurons were 13 in input layer which were same to the number of effective chosen 
features as represented in Table 3. The number of neurons in output layer was five, which was equal to 
the number of different existed classes, including head white rice (HWR), head chalky rice (HCR), head 
gray rice (HGR), head yellow rice (HYR) and broken rice (BR), in Hashemi rice sample. Generally, the 
number of hidden layer and hidden nodes are directly affected on accuracy of classification. Hence, 
determining these optimal numbers are crucial steps in designing classifier and usually founded by trial 
and error methods [15]. As well as, various transfer functions like purelin, logsig and tansig permit the 
network to know linear and nonlinear relationships between input and output data. Consequently they 
may have effect on performance of ANN and must be considered [32]. 

2.7. Performance evaluation 
In this study, about 75% of the samples (225 kernels for each class) were randomly selected for training 
the network, while the rest of the samples were used as test set. Different structures includes four training 
algorithm (GDX, LM, OSS and SCG), one and two hidden layer with different hidden node (2- 4 - 6 - … -
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18 and 2, 2- 4, 4 - 5, 5 - … - 18, 18) and three transfer function (purelin, logsig and tansig) were tested in 
order to determine the optimal performance for the network. The best network topology was chose based 
on overall accuracy and root mean squared error (RMSE) indexes [26]. All networks were run three 
times and the mean of overall accuracy and RMSE were considered as decision indexes. Also, to 
describe performance of the best selected network, three statistical indicators such as accuracy (Ac), 
sensitivity (Se), specificity (Sp) and confusion matrix were used. Sensitivity is related to positive objects 
which correctly predicted, and specificity is related to negative objects which correctly predicted. 
Whereas accuracy is related to both positive and negative objects which correctly predicted. Their 
mathematical relation are shown by Equations (1) to (4) [19], [31]. 

Where, TP is true positive (the number of kernels whose their real class was positive and correctly 
classified as positive), TN is true negative (the number of kernels whose their real class was negative and 
correctly classified as negative by classifier), FP is false positive (the number of kernels whose their real 
class was negative and incorrectly classified as positive) and FN is false negative (the number of kernels 
whose their real class was positive and incorrectly classified as negative). Also N is total test set, Ai is 
actual value and Pi is predicted value. 

3. RESULTS AND DISCUSSION 
Results of accuracy mean and RMSE indexes obtained from different neural networks test with one 
hidden layer, different number of neurons, different training and transfer functions are represented in 
Fig. 4 and 5. According to Fig. 4, after network training and simulation of the tested data, the findings 
represented that structures with "purelin" and "tansig" transfer function had a passable accuracy range. 
Among them, the highest accuracy indexes were related to LM training function with "tansig" transfer 
functions, 10 and 16 number of neurons (13-10-5 & 13-16-5 topologies). These values were 96.33 and 
96.67, respectively. In order to choose the best topology of one layer network, the RMSE of each 
topology were intended and network with lowest RMSE was selected. The value of RMSE index for 13- 
16-5 topology was 0.1004 which was less than the value of RMSE for 13-10-5 topology with amount of 
0.11176. So neural network with 13-16-5 topology (one layer with 16 neurons), LM training function 
and tansig transfer functions was selected as the best structure. 

The results of accuracy mean and RMSE index for ANN with two hidden layer and different number of 
neurons, training and transfer functions are shown in Fig. 6 and 7. The worst performance were related to 
networks with logsig transfer functions which had minimum accuracy and maximum RMSE in all 
neurons and training functions. Like the findings acquired from one layer ANN, structures with 
"purelin" and "tansig" transfer function had an acceptable accuracy range. As represented in Fig. 6,
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topologies with 18 and 20 neurons in each hidden layer (13-18-18-5 & 13-20-20-5) with tansig transfer 
function an LM training function had the greatest accuracy index with the values of 97.33 and 96.67, 
respectively. According to Fig. 7, the lowest value of RMSE was related to 13-18-18-5 topology with the 
amount of 0.08361. So the best two hidden layer topology was 13-18-18-5 with Lm training function and 
tansig transfer function. 

Fig. 4: Variation of Accuracy Index for ANN with One Hidden Layer and Combination of 
Different Number of Neurons, Training and Transfer Functions. (P, T and L Represents 

Purelin, Tansig and Logsig, Respectively 

Fig. 5: Variation of the RMSE Index for ANN with One Hidden Layer and Combination of 
Different Number of Neurons, Training and Transfer Functions. (P, T and L Represents 

Purelin, Tansig and Logsig, Respectively). 
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Comparison between the best selected networks with one and two hidden layer showed that network 
with two hidden layer and 13-18-18- 5 topology had maximum accuracy and minimum RMSE. Such 
network was appropriate for separating different classes which existed in the samples. Similar result was 
reported by Golpour et al., [15]. They used one layer neural network with 36-24-5, 36-7-7 and 36-5-5 
topologies, Lm training function and logsig-purelin transfer functions for input and output layer in order 
to recognize and categorize of bulk paddy, brown rice and white rice of some Iranian varieties and 
reported mean classification accuracy of 93.3, 98.9 and 100%, respec- tively. For improvement the 
classification accuracy, they examined network with two hidden layer and explained the mean accuracy 
up to 98.8%. Liu et al., [33] recognized six paddy varieties based on ANN data mining method. They 
used ANN with tansig-logsig transfer function for classification and reported average classification 
accuracy of 84.43 %. Similar studies were done by Silva and Sonnadara, [34]; Shantaiya and Ansari, 
[35]; Rexce and Usha Kingsly Devi, [30] and Prajapati and Patel, [16] for identification of various rice 
types by ANN. In another research, Zareiforoush et al., [19] specified the best classification methods for 
grading of white rice grain based on length and degree of milling of the white rice kernels. The 12-5-4 
topology of ANN was selected as superior topology with the mean accuracy of 98.72% which was 
suitable for classification of different quality grades of milled rice including (low-milled sound grain 
(LMS), low- milled broken grain (LMB), high-milled sound grain (HMS) and high-milled broken grain 
(HMB)). 

Fig. 6: Variation of the Accuracy Index for ANN with Two Hidden Layer and Combination of 
Different Number of Neurons, Training and Transfer Func- tions. (P, T and L Represents 

Purelin, Tansig and Logsig, Respectively). 
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Fig. 7: Variation of the RMSE Index for ANN with Two Hidden Layer and Combination of 
Different Number of Neurons, Training and Transfer Functions. (P, T and L Represents 

Purelin, Tansig and Logsig, Respectively). 

The chosen topology was examined several times and the confusion matrix values and three statistical 
parameters (like accuracy, specificity and sensitivity) associated to the best performance were reported 
in Tables 4 and 5. Due to obtained results from tables 4 and 5, the classifier sensitivity index (Se) for 
HWR, HCR, HGR, HYR and BR classes were 97.33, 100, 96, 97.22 and 95.12 %, respectively. The 
classifier specificity index (Sp) for HWR, HCR, HGR, HYR and BR classes was equal to 98, 99.34, 99, 
100 and 100 %, respectively. Also, the classifier accuracy index in grading of Hashemi rice grain into 
HWR, HCR, HGR, HYR and BR classes was 92.4, 97.26, 96, 100 and 100 %, respectively. The lowest 
accuracy percent were related to HWR and HGR classes which showed that the ability of created 
algorithm in classification of these classes was lower that other classes. Also the results indicated that the 
highest classification accuracy were related to HYR and BR classes using suggested classification 
algorithm. In order to display visual performance of suggested algorithm, an image includes all classes 
was captured and given as input to the algorithm. Finally, the algorithm with the selected topology was 
run and findings of visual classification of image are represented in Fig. 8. As shown in Fig. 8 and Table 
5, the offered algorithm could be perform as a great deal of separation of classes from each other. The 
overall results showed that created structure was able to classify rice samples with acceptable accuracy 
and it can be used as monitoring tool to evaluate rice kernels. 
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Fig. 8: A) Image of All Classes, B) to F) Represent Results of Algorithm Classification. 

Table 4: The Confusion Matrix of 13-18-18-5 ANN Topology 

Table 5: Statistical Parameters Obtained from the Evaluation of 13-18-18-5 ANN Topology 

4. CONCLUSION 
In the present study, a technique was suggested for identification and classification of various existed 
classes in Hashemi rice samples (appearance quality of rice sample) based on image processing and 
ANN data mining method. To select the best ANN structure, different structure of ANN (including one 
and two hidden layer, different hidden node, different training and transfer function) were used. Compar- 
ison of accuracy and RMSE indexes showed network with the 13-18-18-5 topology, LM training 
function and tansig transfer functions was the best classifier, and their values were 97.33% and 0.08361, 
respectively. Results of confusion matrix obtained from the best topology showed this techniques was 
very successful in detection of different classes existed in Hashemi rice sample. The suggested method 
with low equipment can be solved the problem of rapid and accurate determining rice quality. For future 
study, the finding of this research should be developed for other rice varieties and consequently it leads to 
design and development of rice inspection machine. 
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A B S T R A C T

The goal of this study is to design and implement a new idea for air-launched quadcopter control unit 

using the digital video processing. In this study, it's endeavored to transmit the captured videos by a 

camera embedded on the quadcopter via video transceiver and after pro- cessing, the ground station 

relays appropriate command to the quadcopter to tracking target. Moreover, it's desired to detect a target 

in the sky and both stay in one direction until detect the target when intercepting toward the target and the 

quadcopter intercepts the target in every direction. In order to identify the type of aerial targets, the 

dimensions are studied at different intervals, which makes military and non - military goals detected at 

different intervals.

Keywords: Quadcopter; Digital Video Processing; Video and Data Transceiver.

1. INTRODUCTION
Air defense is responsible for protecting wealth, resources and assets of marine and land. There are 
several types of air threats including: surface-to-air missiles, surface-to-surface missiles and drones and 
aircrafts. Several missile and air defense systems are used for dealing with these threats.

The aim of present study, is tracking and chasing the air target by means of heat detector sensor in a 
cloudy and clear sky [1].

Targets studied in the present study are tracking an air target using camera and using MATLAB software, 
which after receiving images, running two engines of x-axis airfoils and results in guiding missile 
toward the target [2].

In the present study, a missile has been tracked in the air using frame and its speed and a rectangular box 
is embedded in the exhausted gases section, so that the missile speed is estimated by using this box [3].

In this section, it is tried to tracking and chasing a target using camera and joystick. First, after turning the 
camera using joystick for searching a target, the surrounding is searched and then by appearing the target 
it locked on it and then missile is involved with target [4]. In the present study, a new image processing-
based system was presented in order to automatic guidance of quadcopter. This system is composed of a 
camera embedded on the quadcopter, video and data transmitter with several kilometers ranges. The 
video from quadcopter is transmitted to portable computer system on the earth by transmitter and after 
processing the received video using software, the commands are again sent to quadcopter using long-
range data transmitter for moving the quadcopter brushless motors and tracking the target. SMD, light
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weight and cheap components were used in the presented design. The aim of presented designs is the 
capability of detecting the type of air targets and automatic tracking target with help of video processing. 
Figure 1 shows the overall view of recommended system. Images are recorded by camera embedded on 
the quadcopter and are transmitted to computer system on the earth by long-range transmitter. After 
processing the image, the required commands are transmitted back to quadcopter using long-range data 
transmitter in order to guiding quadcopter. With this method, can be controlled and guiding operation 
can be done with high precision. Quadcopter has a camera with video signal output and PAL system.

Fig. 1: Overall View of Recommended System.

In the present study, a system was designed, implemented and investigated based on the recommended 
items. The recorded images of target in sight of quadcopter, by camera embedded on the quadcopter, are 
transmitted online to a computer system in the base station. These images are processed using 
LABVIEW software. This software can transmit codes, which include “X” and “Y” axis of target on the 
system screen, using APC220 wireless transmitter and receiver thorough USB port to Arduino MEGA. 
After receiving transmitted codes which include parameters related to “X” and “Y” axis, brushless 
motors turned on in order to tracking target by quadcopter; it means that, by each movement of target, by 
help of processing of transmitted images and the movement of brushless motors based on the received 
codes, quadcopter moves toward the target and locked on the target. Figure 2 shows the system operation 
during these steps from receiving transmitted images to retransmitting command to quadcopter. Figure 3 
shows the overall architecture of the system.

Fig. 2: Overall Operation of System.
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Fig. 3: Architecture of System Control Part (Quadcopter Control Part).

Figure 4 shows the architecture of system images wireless transmitter-receiver part.

Fig. 4: Architecture of System Images Wireless Transmitter-Receiver Part.

Commands of each of “X” and “Y” axis are transmitted to quadcopter by APC220 data transmitter-
receiver. Working frequency of each of these transmitter and receiver is different; for example, working 
frequencies of “X” and “Y” axis are 433MHz and 434MHz, respectively. Therefore, there is no wave 
interferences between transmitter and receiver, and transmitted data to microcontroller ATMEGA2560, 
which has several serial ports for transmission and receiving, are sent separately. Figure 5 shows the 
architecture of system images wireless receiver part.
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Fig. 5: Architecture of System Images Wireless Receiver Part.

Figure 6 shows the flowchart of overall operation and hardware.

Fig. 6: System Flowchart.

For calibration we used the camera with a resolution of 492 x 510 pixels and the following standard 
model:
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Where, “p” is the point on the image plane, “R” is the rotation matrix, “P” is the point in the world frame 
and “t” is the translation vector and the translation vector is:

Figure 7 shows how to adjust camera calibration including axis, target and image central point 
calibrations[5].

Fig7 : Adjusting Camera Calibration[5].

Figure 8 show the range of designed controller, which is the main processor embedded on the 
quadcopter. One of the most advantages of modular range and being metalized is that all parts can be 
separated or can be replaced by more advanced ones.

Fig. 8: Main Controller Range Embedded on the Quadcopter (Control Section).

As it can be seen from board image, after receiving Labview data by APC220 receiver-transmitter, 
brushless motors connected to board, rotated around “X” and “Y” directions. For moving quadcopter in 
right and left directions (X axis) two brushless motors are embedded and for moving quadcopter in up 
and down directions (Y axis), two brushless motors are also embedded. Figure 9 shows the control 
section.
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Fig. 9: Connecting Brushless Motors to Control Section.

2. RESULTS AND DISCUSSION
Mean shift is a technique for finding maximum points in a probability distribution function. This method 
can be used when there are discretized samples of desired function. This technique has iterative structure 
and converged to a maximum point by start with an initial guess. The aim of is to find mode and the initial 
guess is the location “X”. Now, points set which are in the neighboring of the current guess are 
considered, i.e. A little higher and a little smaller than “X”. This neighboring points set is called “N(X)”. 
Now, it is assumed that there is a function for better estimation of maximum location, which shows the 
importance of neighboring points, it means that, it allocates a weight to neighboring points. In statistics, 
this function is called kernel. It is clear that a kernel function can has different shapes. In following, a 
Gaussian kernel function is used, where its neighborhood weight of xi is defined as follows:

Where, m(x) is the new guess. Now m(x) can be replaced by (x) and repeat the algorithm. The finish 
condition is that the difference of m(x) in two consecutive iterates be negligible [6-8].

As mentioned earlier, in the present study LABVEIW and Mean shift are used for video process (Figure 
10). Software has the capability that image processing and transmitting the required commands from 
serial port simultaneously. In the figure below, a graphical interface is shown for controlling and 
processing the target which tracking online the aircraft. After observing and selecting the target, a red 
box is draw around that by software and then information of “X” and “Y” axis which are both as code are 
transmitted to serial port. Brushless motors are moved by these two codes and therefore quadcopter is 
guidance toward target.
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Fig. 10: User Interface for Video Processing.

As can be seen from Figure 10, received image from quadcopter is divided in to two main axis “X” and 
“Y” in the main frame, where the range of “X” axis is from 0 to 1595 and the range of “Y” axis is from 0 
to 1157. Table 1 shows the values related to each part of image.

Table 1: Divided Parameters of Screen

For each of these “X” and “Y” axes, two brushless motor are defined. Transmitted values of “X” and “Y” 
axes to serial ports, are used for guidance quadcopter to left-right and up-down, respectively. To clarify, 
the target motion in the sight of quadcopter is investigated using graph. Figure 11 shows the different 
positions of target in the marked points; air targets in these points are shown and investigated.

Fig. 11: Target Investigation in the Marked Points.
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Figure 12 is related to software output, in a case which target is located in the center of screen, point “A”. 
The aim of present study is that with every target motion in the screen, brushless motors also moved the 
quadcopter and put the quadcopter in direction with target, therefore the target position is returned to “A” 
point in the screen.

Fig. 12: Target Position at “A” Point.

“B”, “C”, “D” and “E” points are investigated in Figure 13, Figure 14, and Figure 15 and Figure 16. As it 
can be seen on each figure, target position has “X” and “Y” axes.

Fig. 13: Target Position at “B” Point.

During image process, blue background of sky becomes gray and target becomes dark. This led to easier 
detection of target. In the present study, shapes of target and background have not physical changes. At 
the time of presence of target at point “B”, “X” axis has value between 1328 and 1330, which is sent to 
microcontroller via USB port and this axis is changed and shifted with target displacement. “Y” axis has 
also a value between 640 and 660. In order to run the brushless motors, knowing this range of values is no 
enough and having a constant value is no necessary; it means that motion of brushless motors is easily 
done by defining the values range from 640 to 660. “C” and “B” points are related to “X” axis and the 
position of quadcopter is changed to right and left using this axis.

Fig. 14: Target Position at “C” Point.
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Figure 15 shows the target position at point “D”. This figure is related to quadcopter variations in “Y” 
axis. At the moment of positioning of target at point “D”, both “X” and “Y” outputs are available. As can 
be seen from the figure, the range of “Y” output is between 200 to 250 and by and as it gets higher it gets 
closer to 0. To control the quadcopter and gets higher in “Y” direction, the parameters of this axis can be 
sent to microcontroller, so that the target again get back to point “A”.

Fig. 15: Target Position at “D” Point.

Also, by positioning the target at point E, the “Y” output is the value between 985 and 986 (Figure 16). 
When the target positioned at this point, brushless motors dedicated for “Y” axis on the quadcopter nose 
turned on and the quadcopter move upward and target again get back to point “A”. if the target 
simultaneously changed in both “X” and “Y” axes, all brushless motors on the “X” and “Y” axes are 
turned on separately and the quadcopter moves in both right-left direction (X axis) and up-down 
direction (Y axis).

Fig. 16: Target Position at “E” Point.

Figure 17 shows the results of present study during target motion from point “A” to point “H”. Recorded 
data and changed values are sent to microcontroller and brushless motors of “X” and “Y” axes are turned 
based on the received values. Until the target is not positioned at point “A”. Until the target do not 
positioned at point “A”, those process for each part of screen and for each selected target is repeated.

Fig. 17: Path Change of Target from Point “A to Point “H”.
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As can be seen from Figure 18, after positioning target at point “A”, the values of both “X and “Y” axes 
are changed from 240 to 800 and from 890 to 550, respectively. This process is repeated for all image 
points, which means that quadcopter changes its direction until posi- tioning target at point “A”, so that 
quadcopter be in line with target. These values are sent to microcontroller embedded on the quadcopter 
by wireless. Also, microcontroller based on the predefined program, turns on the brushless motors and. 
In the present study, selection and tracking operations of a target were done in sunny day with 
temperature 30 °C.

In order to detect and define the type of air targets, the measuring body distance tab NI VISA of Labview 
software was used. In the present study, the targets which were defined earlier for software, were 
measured in different distances and were defined as a library for quadcopter, in order to detect military 
and civilian targets at different distances. To be able to detect the distance between target and quadcopter, 
long- range distance lasers was used. Figure 18 show a measured air target at distance 3Km.

Fig. 18: Measuring A Falcon Fighter at Distance 3Km from Earth Surface.

This fighter is at distance 3Km and has the length 52.7mm. This size is different in different distances, 
and changes by getting closer and further of quadcopter camera sight. In Figure 19 a fighter and an 
airplane in a same distance with quadcopter are detected and civilian and military type is investigated.

Fig. 19: Detection of Military and Civilian Aircraft.

As can be seen from Figure 20, using the object distance detection property in Labview software, the size 
of both aircrafts are investigated, where in this case, the length of military and civilian sample were 
44.86mm and 127.27mm. In this case, the camera sight is investigated in all distances and the quadcopter
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has the ability to differentiate between military and civilian aircrafts based on their length and engaged 
with military aircraft using this information. Also, aircraft dimensions in terms of their airfoil length can 
be investigated.

3. CONCLUSION
In the present study, a new system was designed and implemented using image process with Labview 
software, in order to tracking the air target and guidance quadcopter. Target detection and selection 
process was done by image process and by brushless motors quadcopter directed tracked the target. As 
an example, a target was detected and tracked in a sunny day with temperature 30°C. The aim of study 
was that, in every condition, the target remained in the center of screen, so that the quadcopter and target 
be in line. In addition, during the quadcopter movement, quadcopter changed its path using “X” and “Y” 
axes brushless motors, so that the target remained at point A. also, for detecting the military and civilian 
targets, distance detection property was used, to measure the length dimensions of fighters and 
passenger airplanes and comparing them with predefined values, it engaged with military aircraft.
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A B S T R A C T

This study aimed to determine the effect of passive and forced aeration on composting of market wastes. 

Suitable vegetable waste, waste paper and sawdust as bulking agent were mixed with the proportion 

75:10:15. Temperature inside composting reactors was measured daily time to time. Total sample and 

volatile solids were determined before and after composting of waste mixture with both passive and forced 

aeration. Temperature increased to maximum 52 ºC for passive aeration and 54 ºC for forced aeration. 

The percentage reduction in total sample was found to be greater for forced aeration than passive 

aeration. The volatile solids decreased with time at the end of both processes. The extent of volatile solids 

degradation of waste mixture with time was determined through forced aeration for a series of composting 

process. Total sample and volatile solids were determined at 2, 3 or 4 days interval. The percentage 

reductions in total sample and volatile solids were found to be varied from 3 to 68 % and 4 to 55% 

respectively. The percentage reduction in volatile solids increased with time. There is a possibility of 

recycling the waste mixture in the form of composting.

Keywords: Composting; Forced Aeration; Passive Aeration; Recycling; Volatile Solids Degradation.

1. INTRODUCTION
The increasing quantity of municipal solid waste, decreasing landfill capacity, increasing waste 
management cost, public opposition to waste management facilities, and concerns for risks associated 
with solid waste management, etc. led to the concept of integrated solid waste management [1]. In 
developing countries, the increasing quantity of organic waste is one of the most environmental 
problems. Environmental and health problems such as disease transmission, fire hazards, odor nuisance, 
aesthetic nuisance, air pollution, water pollution, and economic losses, etc. arise due to mismanagement 
of solid waste [2]. Solid waste management is an enormous task due to poverty, population explosion, 
urbanization, and lack of fund, etc. There are some waste disposal methods such as incineration, landfill, 
pyrolysis and gasification, etc., which are efficient but have negative impacts on environment as well as 
public health. Composting when properly managed is a sustainable method with various advantages 
such as production of biofertilizer, relatively low air and water pollution, low operational cost, and 
income generation [3]. Environmental degradation and ecological imbalance occur continuously due to 
poor planning and management of solid waste. Composting is a sustainable and environment friendly 
way of managing the waste [4].

Composting is a biological transformation of organic content of municipal solid waste to reduce the 
volume and weight of material and produce compost that can be used as a soil conditioner. Aerobic and 
anaerobic processes both have a place in solid waste management [5]. Organic materials undergo 
biological degradation to a stable end product [6]. The end product remaining after bacterial activity in
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composting of organic waste is called compost or humus [7]. Aerobic composting is the most common in 
the waste treatment because of simplicity and effective treatment and needs diffusion of air through 
waste [8]. High microbial activity accelerates the degradation of organic matter in the thermophilic 
phase [9]. A minimal level of oxygen is maintained constantly to ensure high biological quality [10]. 
Temperature, pH, moisture content and carbon nitrogen ratio (C: N) are the main parameters that affect 
the composting process, contributing to the efficiency of composting process [11]. The high content of 
organic matter and macronutrients in waste has high potentiality in the production of organic fertilizers 
[12].

Composting is very effective way to treat organic wastes and produce a good soil conditioner. Market 
wastes consume various nutrients such as nitrogen, phosphorus, potassium, which help to grow different 
plants. Keeping this in mind the present study experimented with market wastes to determine the 
temperature variation in both passive and forced aeration composting processes, to determine the extent 
of volatile solids degradation of the waste mixture and to study the possibility of recycling the waste 
mixture in the form of composting.

2. MATERIALS AND METHODS

2.1. Waste materials
Vegetable wastes, waste paper and sawdust were selected for the waste mixture. Vegetable waste, waste 
paper and sawdust were collected from local market of Khulna. The large pieces of vegetable wastes and 
waste paper were cut into small pieces of size less than 10 mm. Vegetable wastes, waste paper and 
sawdust as bulking agent were mixed thoroughly with a proportion of 75:10:15.

2.2. Reactor and aerator type
Twenty fluxes were used as composting reactors. The diameter, height and capacity of each reactor were 
100 mm, 270 mm and 1 litre respectively. Small pieces of polyurethane sheet were placed over reactor to 
protect the total system from leakage of self-generated heat of organic waste mixture during composting. 
Five aerators (Super Pump SP-780) were used for aeration. Air pipes of 5 mm diameter and 1000 mm 
length were used to connect aerator with reactors. Four air pipes from each aerator were connected with 
four reactors.

2.3. Measurement of temperature
Thermometers were used for monitoring temperature generated in waste mixture inside reactors during 
composting. Thermometers were inserted into reactors and temperature readings were taken daily time 
to time.

2.4. Determination of moisture content and volatile solids
The weight of can (w1) was measured using a digital balance. A small amount of waste mixture was 
taken into can. The weight of wet sample with can (w2) was measured. The wet sample with can was kept 
in Oven at 105 ± 5 ºC for 24 hours. The weight of dry sample with can (w3) was measured. Desiccator 
was used to control moisture content of the waste mixture. The moisture content (MC) was calculated 
using the following formula:

MC (%) = (w  − w )/(w  − w )                     (1)3 2 2 1
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Oven dried sample with can was kept in Muffle Furnace at 550 ± 15 ºC for 5 hours. The weight of fixed 
sample with can (w4) was measured. The volatile solid (VS) was calculated using the following formula:

VS (%) = (w  − w )/(w  − w )                            (2)3 4 3 1

2.5. Determination of temperature variation

2.5.1. Temperature variation in passive aeration composting
The first run was carried out using three reactors with passive aeration composting. Vegetable wastes 
(75%) after cutting into small pieces were mixed thoroughly with sawdust (15%) and waste paper (10%) 
and put into three reactors. The reactors were filled and shacked with the waste mixture. The openings of 
reactors were closed by small pieces of polyurethane sheet and thermometers were inserted into reactors 
for monitoring the temperature. The experimental setup for temperature variation during passive 
aeration composting is shown in Fig. 1. The total sample weight, moisture content and volatile solids of 
the waste mixture were determined before and after composting. The temperature readings were taken 
daily time to time for 29 days.

Fig. 1: Experimental Setup for Temperature Variation during Passive Aeration Composting.

2.5.2. Temperature variation in forced aeration composting
The second run was carried out using three reactors with forced aeration composting. Vegetable wastes 
(75%) after cutting into small pieces were mixed thoroughly with sawdust (15%) and waste paper 
(10%). Before filling the reactors with the waste mixture, air pipes of diameter 5 mm from air pump were 
inserted inside of each reactor. The reactors were filled and shacked with the waste mixture. The 
openings of reactors were closed by small pieces of polyurethane sheet and thermometers were inserted 
into reactors for monitoring the temperature. The experimental setup for temperature variation during 
forced aeration composting is shown in Fig. 2. Air was passed  daily at the rate of 500 ml/min through 
waste mixture inside reactor for 8 hours in day time. The total sample weight, moisture content and 
volatile solids of the waste mixture were determined before and after composting. The temperature 
readings were taken daily time to time for 29 days.
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Fig. 2: Experimental Setup for Temperature Variation during Forced Aeration Composting.

2.6. Determination of volatile solids degradation
The third run was carried out using twenty reactors with forced aeration composting following the 
procedure as described in section 2.5.2. The experimental setup for determination of volatile solids 
degradation is shown in Fig. 3. The temperature readings were taken daily time to time for 49 days. The 
total sample weight, moisture content and volatile solids of the waste mixture were determined at 2, 3 or 
4 days interval.

Fig. 3: Experimental Setup for Determination of Volatile Solids Degradation.

3. RESULTS AND DISCUSSION

3.1. Passive aeration composting
The temperature inside reactor-1 increased from 26 to 42 ºC within 7 days and maximum temperature 
was 52 ºC. After 29 days the temperature decreased to 32 ºC. The temperature inside reactor-2 increased 
from 26 to 44 ºC within 7 days and maximum temperature was 49 ºC. After 29 days the temperature 
decreased to 28 ºC. The temperature inside reactor-3 increased from 26 to 40 ºC within 7 days and 
maximum temperature was 51 ºC. After 29 days the temperature decreased to 30 ºC. The temperature 
variation during passive aeration composting is shown in Fig. 4. Initially the temperature inside reactors 
increased rapidly for few days and then decreased slowly.
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Fig. 4: Temperature Variation during Passive Aeration Composting.

Initial weight of waste mixture in reactor-1, 2 and 3 were 450, 455 and 435 g respectively and final 
weight were 370, 380 and 355 g respectively after 29 days of composting. The moisture content of the 
waste mixture was 69.4% initially and increased to 77.9%. The volatile solid of the waste mixture was 
94.4% initially and decreased to 90.3%. The percentage reductions in total sample, moisture, dry solids 
and volatile solids in reactor-1 were found as 17.78%, 7.72%, 40.60% and 43.15% respectively.

3.2 Forced aeration composting
Temperature (ºC)The temperature inside reactor-4 increased from 26 to 42 ºC within 7 days and 
maximum temperature was 50 ºC. After 29 days the temperature decreased  to 19 ºC, near  to room 
temperature 17 ºC. The temperature inside reactor-5  increased  from 26 to 39  ºC  within  7 days and 
maximum temperature was 53 ºC. After 29 days the temperature decreased to 20 ºC. The temperature 
inside reactor-6 increased from 26 to 43 ºC within 7 days and maximum temperature was 54 ºC. After 29 
days the temperature decreased to 19 ºC. The temperature variation during forced aeration composting is 
shown in Fig. 5. Initially the temperature inside reactors increased rapidly for few days and then 
decreased rapidly for few days and slowly for forced aeration composting.

Fig. 5: Temperature Variation during Forced Aeration Composting.
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Initial weight of waste mixture in reactor-4, 5 and 6 were 450, 455 and 465 g respectively and final 
weight were 235, 265 and 270 g respectively after 29 days of composting. The moisture content of the 
waste mixture was 69.4% initially and decreased to 66.1%. The volatile solid of the waste mixture was 
94.4% initially and decreased to 88.2%. The percentage reductions in total sample, moisture, dry solids 
and volatile solids in reactor-4 were found as 47.78%, 50.27%, 42.12% and 45.15% respectively.

3.3. Volatile solids degradation
The maximum temperature was in the range of composting process (below 60 ºC) in both passive and 
forced aeration composting processes. The percentage reduction in total sample was greater for forced 
aeration than passive aeration. Forced aeration composting of the waste mixture was selected to 
determine the volatile solids degradation with time. The temperature increased from 30 to 52 ºC. The 
moisture content of the waste mixture was 68% initially and increased to 69.9% and decreased to 41.7%. 
The volatile solid of the waste mixture was 93.4% initially and decreased to 87.4%. The volatile solids 
decreased with time at the end of composting process. The percentage reductions in total sample, 
moisture, dry solids and volatile solids in reactor-1 were found as 3.85%, 2.43%, 6.99% and 7.23% 
respectively. The percentage reductions in total sample, moisture, dry solids and volatile solids with time 
are shown in Fig. 6. The percentage reductions in total sample, moisture, total solids and volatile solids 
increased with time.

Fig. 6: Reductions in Total Sample, Moisture, Total Solids and Volatile Solids during Forced 
Aeration Composting. (A) Reductions in Total Sample. (B) Reductions in Moisture. (C) 

Reductions in Dry Solids. (D) Reductions in Volatile Solids.
 
4. CONCLUSIONS
In this study the first run was carried out with passive aeration and second run with forced aeration to 
determine the temperature variation with time during composting. The third run was carried out with 
forced aeration to determine the volatile solids degradation with time for a series of composting process. 
Initially the temperatures inside reactors increased rapidly from 26 to 52 ºC for few days and then
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decreased slowly to 28 ºC for passive aeration composting. Initially the temperatures inside reactors 
increased rapidly from 26 to 54 ºC for few days and then decreased rapidly to 26 ºC for few days and 
slowly to 19 ºC for forced aeration composting. During composting chemical reaction in the waste 
mixture generates heat, thus increasing the temperature inside reactors. The percentage reductions in 
total sample and volatile solids were found to be varied from 3 to 68 % and 4 to 55 % respectively. The 
percentage reductions in total sample, moisture, total solids and volatile solids increased with time. 
Vegetable waste and paper waste are degraded during composting. There is a possibility of recycling the 
organic waste in the form of composting.
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A B S T R A C T

This research article conceptualized, formulated and designed Excel solution templates and 

corresponding exposition for optimal production schedules for a certain class of deterministic inventory 

problems. The article also provided illustrative examples which demonstrated the efficiency, utility and 

processing power of the solution templates. The deployment of the solution templates circumvents the 

inherent tedious, and prohibitive manual computations associated with dynamic programming 

formulations and recursions and may be optimally appropriated for sensitivity analyses on each model.

Keywords: Automation, Deterministic, Dynamic programming recursions, Excel, Inventory, Optimal 

production schedules, Solution Templates.

1. INTRODUCTION
The need for automation of processes is imperative; this is especially so of optimal policy prescriptions 
of dynamic programming-based outputs with resulting tremendous savings in time, cost and energy. 
Consequently, any desired levels of sensitivity analyses can be easily undertaken and accomplished with 
great rapidity; needless to say that long horizon lengths can be assigned henceforth in such problems that 
hitherto could hardly be contemplated due to the „curse of dimensionality‟ of dynamic programming 
recursions.

Ukwu [1,2] designed and implemented Excel solution templates for optimal investment strategies and 
the corresponding optimal rewards, for the largest class of certain probabilistic dynamic investment 
problems for practical and realistic consideration, using backward recursive dynamic programming. It 
went further to optimally deploy the templates for sensitivity analysis of the problem, in just a matter of 
minutes. These activities could hardly be contemplated in manual computations. The templates reflected 
and demonstrated consistency with the base results. In the sequel, Ukwu [3] designed and fully 
automated the solution templates for the determination of the optimal time replacement policies for a 
time perspective class of machine replacement problems with pertinent dynamic data given as functions 
of new machine purchase year and machine age. Ukwu [4,5] went on to design and automate 
prototypical solution templates for batch optimal policy prescriptions for a certain stationary class of 
equipment replacement problems, with any set of feasible starting ages, complete with an algorithmic 
exposition on the interface and solution process.

Ukwu et al. [6] investigated the problem of fund allocations from certain investment portfolio and 
obtained the optimal investment strategies using backward dynamic programming recursive approach. 
In what followed, Ukwu et al. [7] conceptualized, formulated and designed Excel solution templates and
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corresponding algorithm for the optimal allocation of funds from the investment portfolio. The work 
also provided illustrative examples which demonstrated the efficiency, utility and processing power of 
the solutions templates. A careful study of above works among others reveals that they can be leveraged 
and exploited for optimal production strategies of a certain class of inventory problems.

The optimal production schedule for a certain class of deterministic inventory problems using backward 
dynamic programming recursions has been investigated by Taha [8] and Winston [9], among other 
authors. Unfortunately the related issue of computational feasibility is yet to be addressed. Iterations in 
dynamic programming recursions are computationally intractable and doomed to failure for practical 
purposes, especially for large scale applications; thus, the need for electronic implementation of optimal 
production schedules cannot be overemphasized.

This paper fills the above need by formulating and designing prototypical Excel automated solution 
templates based on dynamic programming recursions with a view to minimizing production costs in 
inventory problems. These templates are deployed to eliminate the computational tedium and other 
constraints, as well as pave the way for instant generation of optimal strategies, as soon as the pertinent 
data are keyed in. The optimality results will be facilitated by a robust investigation of the solution 
templates in the afore-mentioned works of Ukwu and others, and by sound reasoning regarding the 
implicit dependence of the dynamic programming recursions on stage numbers. Finally, this study will 
deploy the templates to obtain optimal production schedules for problem instances with specified 
entering inventories.

2. THEORETICAL UNDERPINNING
The production scheduling problem is the determination of what quantity to produce during each period 
to minimize the over-all production cost, given the following parameters:

(i )  Problem horizon length
(ii) Entering (Incoming) inventory during each period
(iii) Demand specifications for the various periods
(iv) Set up costs associated with positive production quantities
(v) Holding (Storage) cost per period per unit inventory
(vi) Capacity constraints on production/demand
(vii) Production function specification

The model for the paper is backward dynamic programming recursions for the determination of optimal 
production levels with respect to a stated class of deterministic inventory problems.

2.1 Notations for the model parameters:
T : Horizon length of the problem; t : Stage identifier; t Î{T ,T -1,....2,1}
i  : Entering inventory during period t; d  : Demand during period tt t

I  : The set of feasible entering inventory in staget

h: Holding cost per unit inventory per period t, t Î{T ,T -1,.... , 2,1}.
x   (i  ) : Production quantity during period t, given that the entering inventory is  itt t

c(x) = k + k x + k x  + k x  + k  x : Production function0 1 2 2 3 3 4 4

f   (i  ) : Minimum production cost for period t,t +1,....., and T given that the entering inventoryduring t t

period t is it .
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The relevant dynamic programming recursions are the following:

The development of appropriate solution templates is detailed below and it is based on the above 
backward dynamic programming model. 

3. METHODS, RESULTS AND DISCUSSION 

3.1 Excel Implementation Template Design and interface For Optimal Production Schedules 
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The tabular process continues down to stage 1. Any stage number less than one indicates infeasibility. 
Blank cells also indicate forbidden choices. 

3.2 Exposition on the Solution Template 
"= [m] "indicates code segment m to be typed in the resident cell location. 
"= [mv] "with letter v fixed indicates code segment m to be typed in the resident cell location followed by 
vertical crosshair-dragging activity. 

Multiple "= [m] " or"= [mv] " indicates copying activity of the code segment from the initial cell 
locations. 

Type the titles of the template in excel rows 1 and 2 as indicated above. Type the production cost function 
c(x) and its parameters in the indicated cell locations. An identifier succeeded by a colon indicates 
desired user input subject to the imposed restrictions. 

3.3 Initialization of Stage numbering: 
= [1]: Type the following code segment =$B$5, in cell location C10, <Enter> to initialize the stage 
number at integral input value m. 

3.3.1 Stage TImplementations Incoming inventory, I : 

Step 1: Input the number 0 in cell location A12. 
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Step 2: = [2v]: Type the following code segment =IF($A12<$B$9,1+$A12,""), in cell location 
A13,<Enter> to secure the next feasible higher contiguous integer. Click the cursor back on A13, 
position the cursor at the bottom right edge of the cell until a crosshair appears. Then drag the crosshair 
vertically down to cell location A17, to secure all feasible values of I. 

Henceforth the act of clicking the cursor back on an indicated cell location, positioning the cursor at the 
bottom right edge of the cell until a crosshair appears and then dragging the crosshair vertically down to 
an indicated cell location will be described as clerical routine/duty. 

Production Quantity, 

xT (i) : 
Step 1: =[3]: "=$B$9-$A12", in B12,<Enter> 
Step 2.=[4v]: "=IF($A13 ="","",$B$9-$A13)", in B12, followed by the clerical duty, down to B17. 

Minimum Costs, 
fT (i), f (i) , for Entering Inventory 
= [5v]: "=($B$8+$C$8*$B12+$D$8*$B12^2+$E$8*$B12^3+$F$8*$B12^4)*SIGN($B12)", inC12, 
followed by the clerical duty, down to C17. 

3.3.2 Stage (T-1) Computations. Incoming inventory, i = 0: 
Step 1: Input the number 0 in cell location A22. 
Step 2: = [7v]: Type the following code segment "=IF(COUNT(A$22:A22)<$B$9+$B$19,0,"")", in 
cell location A23,followed by the clerical duty down to A31. 

Production Quantity, 
xT -1(i) : 
Step 1: =[8]: "=MAX($B$19-$A22,0)<Enter> 
Step 2. =[9v]: "=IF(OR($A23="",$B22>=$B$9+$B$19),"",1+$B22)", in B23, followed by the clerical 
duty, down to B31. 

Implementation of C+D 
=[12v]: " =IF(OR($C22="",$D22=""),"",$C22+$D22)",in E22, followed by the clerical duty, down to 
E31. 

Implementation of x* 
=[13v]: " = IF($E22=MIN($E$22:$E$31),$B22,"")", in F22, followed by the clerical duty, down to F31.

Minimum Costs, 
fT -1(i) , for Entering Inventory 
= [14v]: "=IF($F22="","",$E22)", inG22, followed by the clerical duty, down to G31. 
Incoming inventory, i = 1: 

Step 1: Input the number 1 in cell location A33 
Step 2: = [7v]: Type the following code segment "=IF(COUNT(A$33:A33)<$B$9+$B$19,0,"")", in 
cell location A34,followed by the clerical duty down to A42. 
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Production Quantity, 
xT -1(i) : 

Step 1: =[8]: "=MAX($B$19-$A33,0)<Enter> 
Step 2: = [9v]: "=IF(OR($A34="",$B33>=$B$9+$B$19),"",1+$B33)", in B34, followed by the clerical 
duty, down to B42. 

Implementation of h(i+x-d)+c(x) 
=[10v]: "=IF(OR($A33 = "", $B33 = ""), "",0.5*($A33+$B33- 
$B$19)+($B$8+$C$8*$B33+$D$8*$B33^2+$E$8*$B33^3+$F$8*$B33^4)*SIGN($B33)), in C33, 
followed by the clerical duty, down to C42. 

Implementation of f (i+x-d) 
= [ 1 1 v ] :  " = I F ( O R ( $ A 3 3  =  " " ,  $ B 3 3  =  " " ) ,  " " , I F ( $ A 3 3 + M A X ( $ B 3 3 , 0 )  
M A X ( $ B $ 1 9 , 0 ) = 0 , M A X ( $ C $ 1 2 , 0 ) , I F ( $ A 3 3 + M A X ( $ B 3 3 , 0 )  
M A X ( $ B $ 1 9 , 0 ) = 1 , M A X ( $ C $ 1 3 , 0 ) , I F ( $ A 3 3 + M A X ( $ B 3 3 , 0 )  
M A X ( $ B $ 1 9 , 0 ) = 2 , M A X ( $ C $ 1 4 , 0 ) , I F ( $ A 3 3 + M A X ( $ B 3 3 , 0 )  
M A X ( $ B $ 1 9 , 0 ) = 3 , M A X ( $ C $ 1 5 , 0 ) , I F ( $ A 3 3 + M A X ( $ B 3 3 , 0 )  
MAX($B$19,0)=4,MAX($C$16,0),IF($A33+MAX($B33,0) 

MAX($B$19,0)=5,MAX($C$17,0),"")))))))", in D33, followed by the clerical duty, down to D42. 

Implementation of C+D 
=[12v]: "=IF(OR($C33="",$D33=""),"",$C33+$D33)",in E33, followed by the clerical duty, down to 
E42. 

Implementation of x* 
=[13v]: "=IF($E33=MIN($E$33:$E$42),$B33,"")", in F33, followed by the clerical duty, down to F42. 
Minimum Costs, 
fT -1(i) , for Entering Inventory 
= [14v]: "=IF($F33="","",$E33)", in G33, followed by the clerical duty, down to G42. 
Incoming inventory i Î{2, 3, 4, 5} 

Step 1: Input the number i in cell location A(33+(i -1)*11) 
Step 2: Replace the " 33" in the code segment " = [7v] :" with(33+11(i-1)) 1n cell location A(1+(33+11(i-
1))),followed by the clerical duty down to A(9+(1+(33+11(i-1)))). 
Production Quantity, 
xT -1(i) : i Î{2, 3, 4, 5} 
Add 11(i-1) to all relative row references in steps 1 and 2 corresponding to i =1,incorporating "=[8]:" and 
" =[9v]:". 

Implementation of h(i+x-d)+c(x): i Î{2,3, 4,5} 
Add 11(i-1) to all relative row references in " =[10v]:" and the ensuing clerical duty. 
Implementation of f (i+x-d): i Î{2, 3, 4, 5} 
Add 11(i-1) to all relative row references in " =[11v]:" and the ensuing clerical duty. 
Implementation of C+D: i Î{2, 3, 4, 5 }
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Add 11(i-1) to all relative row references in " =[12v]:" and the ensuing clerical duty. 
Implementation of x*: i Î{2,3, 4,5} 
Add 11(i-1) to all relative row references in " =[13v]:" and the ensuing clerical duty. 
Minimum Costs, 
fT -1(i) : i Î{2, 3, 4, 5} 
Add 11(i-1) to all relative row references in " =[14v]:" and the ensuing clerical duty. 
Stage (T-2). 
Implementations of i, xi,h(i+x-d)+c(x): 
Add 69 to all row references of cells in stage T-1, for corresponding ivalues, excluding the 
$B$8:$F$8, with global scope. Page | 11 

Implementations of f (i+x-d): 
Replace the code segment in $D22 (for i = 0, in stage T-1) with the code segment below: 
"  = I F ( O R ( $ A 9 1  =  " " ,  $ B 9 1  =  " " ) ,  " " , I F ( $ A 9 1 + M A X ( $ B 9 1 , 0 )  
M A X ( $ B $ 8 8 , 0 ) = 0 , M A X ( $ G $ 2 2 : $ G $ 3 1 , 0 ) , I F ( $ A 9 1 + M A X ( $ B 9 1 , 0 )  
M A X ( $ B $ 8 8 , 0 ) = 1 , M A X ( $ G $ 3 3 : $ G $ 4 2 , 0 ) , I F ( $ A 9 1 + M A X ( $ B 9 1 , 0 )  
M A X ( $ B $ 8 8 , 0 ) = 2 , M A X ( $ G $ 4 4 : $ G $ 5 3 , 0 ) , I F ( $ A 9 1 + M A X ( $ B 9 1 , 0 )  
M A X ( $ B $ 8 8 , 0 ) = 3 , M A X ( $ G $ 5 5 : $ G $ 6 4 , 0 ) , I F ( $ A 9 1 + M A X ( $ B 9 1 , 0 )  
MAX($B$88,0)=4,MAX($G$66:G$75,0),IF($A91+MAX($B91,0) 
MAX($B$88,0)=5,MAX($G$77:$G$86,0),"")))))))", without the quotes. 

Then apply the clerical duty from the input cell $D91down to $D100. 

For i Î{1, 2, 3, 4, 5}, add 11i to all relative row references corresponding to i = 0. 

Implementations C+D,x* and f (i): 
The code segments for C+D,x* and f (i) are invariant and hence may be copy from stage T-1 down to 
stage 1. 
Stage t , t Î{T - 3,... ,1}. 
Implementations of i, x(i),h(i+x-d)+c(x): 
Add 69 (T - 2 - t) to all row references of cells in stage (T-2), for corresponding i values, 
excluding the $B$8:$F$8, with global scope, bringing the exposition to an end. 
By an appeal to Ukwu[3]the optimal production strategies can be obtained in respect of sub- 
horizon lengths 
n Î {1, 2,....,T - 1 }from the same solution template using a top-down horizon 
length count in which stage 
(T + t - n ) in the T - horizon problem corresponds to stage t ; t Î {1, 2,... , n}in the n-horizon problem. 

3.4 EXPOSITION 

3.4.1 General Application problem 
A company knows that the demand for its product during each of the next T months will be as  follows: 
montht, dtunits;  t Î{1, 2,... , T} . At the beginning of each month the company must  determine how 
many units should be produced during the current month. During a month in  which any units are 
produced, a setup cost of $ k0  quartic cost function:  is incurred. In addition, there is a variable  c(x) = 

2 3 4k x + k x + k x + k x , for every x units produced.  1 2 3 4
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At the end of each month a holding cost of $h per unit on-hand is incurred. Historical data reveal that 
demand for any period does not exceed D units during each month. The company wants to determine a 
production schedule that will meet all demands on time and will minimize the sum of production and 
holding costs during the T months. 

Solve the above problem with the following pertinent data: D = 5,T = 6 

Figure 1: Excel solution template outputs of optimal production schedule for a class of 
inventory problems using dynamic programming recursions 
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Demand 3

Stage 4 Comp.

i x(i) h (i+x-d)+c(x) f (i+x-d) C+D x* f (i)

0 3 7.01836 13.1058 20.1242

0 4 8.7868 12.065 20.8518

0 5 10.565 8.0368 18.6018 5 18.6018 2

0

0

1 2 6.00728 13.1058 19.1131

1 3 7.76836 12.065 19.8334

1 4 9.5368 8.0368 17.5736 4 17.5736 2

1 5 11.315 7.76836 19.0834

1

2 1 5.00164 13.1058 18.1075

2 2 6.75728 12.065 18.8223

2 3 8.51836 8.0368 16.5552 3 16.5552 2

2 4 10.2868 7.76836 18.0552

2 5 12.065 7.50728 19.5723

3 0 0 13.1058 13.1058 0 13.1058 0

3 1 5.75164 12.065 17.8166

3 2 7.50728 8.0368 15.5441

3 3 9.26836 7.76836 17.0367

3 4 11.0368 7.50728 18.5441
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Demand 3

Stage 4 Comp.

i x(i) h (i+x-d)+c(x) f (i+x-d) C+D x* f (i)

0 3 7.01836 13.1058 20.1242

0 4 8.7868 12.065 20.8518

0 5 10.565 8.0368 18.6018 5 18.6018 2

0

0

1 2 6.00728 13.1058 19.1131

1 3 7.76836 12.065 19.8334

1 4 9.5368 8.0368 17.5736 4 17.5736 2

1 5 11.315 7.76836 19.0834

1

2 1 5.00164 13.1058 18.1075

2 2 6.75728 12.065 18.8223

2 3 8.51836 8.0368 16.5552 3 16.5552 2

2 4 10.2868 7.76836 18.0552

2 5 12.065 7.50728 19.5723

3 0 0 13.1058 13.1058 0 13.1058 0

3 1 5.75164 12.065 17.8166

3 2 7.50728 8.0368 15.5441

3 3 9.26836 7.76836 17.0367

3 4 11.0368 7.50728 18.5441

4 0 0.75 12.065 12.815 0 12.815 1

4 1 6.50164 8.0368 14.5384

4 2 8.25728 7.76836 16.0256

4 3 10.01836 7.50728 17.5256

4 4 11.7868 7.25164 19.0384

5 0 1.5 8.0368 9.5368 0 9.5368 2

5 1 7.25164 7.76836 15.02

5 2 9.00728 7.50728 16.5146

5 3 10.76836 7.25164 18.02

5 4 12.5368

Demand 1

Stage 3 Comp.

i x(i) h (i+x-d)+c(x) f (i+x-d) C+D x* f (i)
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0 1 5.00164 18.6018 23.6034

0 2 6.75728 17.5736 24.3309

0 3 8.51836 16.5552 25.0735

0 4 10.2868 13.1058 23.3926 4 23.3926 3

1 0 0 18.6018 18.6018 0 18.6018 0

1 1 5.75164 17.5736 23.3252

1 2 7.50728 16.5552 24.0624

1 3 9.26836 13.1058 22.3742

2 0 0.75 17.5736 18.3236 0 18.3236 1

2 1 6.50164 16.5552 23.0568

2 2 8.25728 13.1058 21.3631

2 3 10.01836 12.815 22.8334

3 0 1.5 16.5552 18.0552 0 18.0552 2

3 1 7.25164 13.1058 20.3575

3 2 9.00728 12.815 21.8223

3 3 10.76836 9.5368 20.3052

4 0 2.25 13.1058 15.3558 0 15.3558 3

4 1 8.00164 12.815 20.8166

4 2 9.75728 9.5368 19.2941

4 3 11.51836

5 0 3 12.815 15.815 0 15.815 4

5 1 8.75164 9.5368 18.2884

5 2 10.50728

5 3 12.26836

Demand 5

Stage 2 Comp.

i x(i) h (i+x-d)+c(x) f (i+x-d) C+D x* f (i)

0 5 9.065 23.3926 32.4576

0 6 10.85584 18.6018 29.4576 6 29.4576 1

0

0

0

0
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1 4 8.0368 23.3926 31.4294

1 5 9.815 18.6018 28.4168 5 28.4168 1

1 6 11.60584 18.3236 29.9294

1

1

1

2 4 8.7868 18.6018 27.3886 4 27.3886 1

2 5 10.565 18.3236 28.8886

2 6 12.35584

2

2

2

3 3 7.76836 18.6018 26.3702 3 26.3702 1

3 4 9.5368 18.3236 27.8604

3 5 11.315

3 6 13.10584

3

3

4 2 6.75728 18.6018 25.3591 2 25.3591 1

4 3 8.51836 18.3236 26.842

4 4 10.2868

4 5 12.065

4 6 13.85584 15.3558 29.2117

4

5 1 5.75164 18.6018 24.3534 1 24.3534 1

5 2 7.50728 18.3236 25.8309

5 3 9.26836

5 4 11.0368

5 5 12.815 15.3558 28.1708

5 6 14.60584

Demand 5

Stage 1 Comp.

i x(i) h (i+x-d)+c(x) f (i+x-d) C+D x* f (i)

0 5 9.065 29.4576 38.5226 5 38.5226 0

0 6 10.85584 28.4168 39.2726

0 7 12.66268 27.3886 40.0513
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0 8 14.48936 26.3702 40.8595

0 9 16.3402 25.3591 41.6993

0 10 18.22 24.3534 42.5734

0

0

0

0

1 4 8.0368 29.4576 37.4944 4 37.4944 0

1 5 9.815 28.4168 38.2318

1 6 11.60584 27.3886 38.9944

1 7 13.41268 26.3702 39.7828

1 8 15.23936 25.3591 40.5984

1 9 17.0902 24.3534 41.4436

2 4 8.7868 28.4168 37.2036 4 37.2036 1

2 5 10.565 27.3886 37.9536

2 6 12.35584 26.3702 38.726

2 7 14.16268 25.3591 39.5218

2 8 15.98936 24.3534 40.3428

2 9 17.8402

2 10 19.72

2

2

2

3 3 7.76836 28.4168 36.1852 3 36.1852 1

3 4 9.5368 27.3886 36.9254

3 5 11.315 26.3702 37.6852

3 6 13.10584 25.3591 38.4649

3 7 14.91268 24.3534 39.2661

3 8 16.73936

3 9 18.5902

3 10 20.47

3

3

4 2 6.75728 28.4168 35.1741 2 35.1741 1

4 3 8.51836 27.3886 35.907

4 4 10.2868 26.3702 36.657

4 5 12.065 25.3591 37.4241

4 6 13.85584 24.3534 38.2093

4 7 15.66268
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Using Ockham‟s razor, the optimal solutions are encapsulated in the following optimalitytable

Tables 1, 2 and 3: Optimal Inventory policies for specified pertinent data 

Table 1

4 8 17.48936

4 9 19.3402

4 10 21.22

4

5 1 5.75164 28.4168 34.1684 1 34.1684 1

5 2 7.50728 27.3886 34.8959

5 3 9.26836 26.3702 35.6385

5 4 11.0368 25.3591 36.3959

5 5 12.815 24.3534 37.1684

5 6 14.60584

5 7 16.41268

5 8 18.23936

5 9 20.0902

Interpretation: If the entering in period 1 is 0, then the optimal production policy is to produce 5, 6, 0,5, 
0, and 4 units in periods 1, 2, 3, 4,5 and 6 respectively with total minimum cost of  38.52 monetary units. 
A similar interpretation applies to the entering inventories 1 to 5. 
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Table 3 

Table 2 

The solution templates act as a supervisor program for problems in the same class. In particular they 
reveal,  as observed from the last table, the sub-optimality of Winston‟s solution, Winston ( ), with  
respect to the entering inventory 0 in period 1,with f  (0) = 20. 1

4. SUMMARY 
So far, this study has shown that manual computational process for optimal production scheduling 
problems is quite tedious and prone to errors. Also, it is virtually impossible to solve problems with
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increasing horizon length in manual computations. Electronic implementation is the only way forward 
for solving practical problems of reasonable sizes and the undertaking of sensitivity analyses. This is 
imperative for contract bidding and subsequent execution where the utility and power of the solution 
template can be easily demonstrated in just a matter of minutes, subject to correct data inputs and any 
modifications or revisions thereof. 

5. CONCLUSION AND RECOMMENDATIONS 
This article designed and automated prototypical solution templates for optimal policy prescriptions for 
a certain class of inventory problems, with an algorithmic exposition on the interface and solution 
process. 

Consequently, relevant practical problems of any conceivable size can now be solved instantly as soon 
as the pertinent data have been organized and stored at the appropriate Excel cell locations, resulting in 
tremendous savings in time, cost and energy. Furthermore, any desired levels of sensitivity analyses can 
be easily undertaken and accomplished with great rapidity, needless to say that long horizon lengths can 
be assigned henceforth in inventory problems that hitherto could hardly be contemplated due to the 
„curse of dimensionality‟ . 

Finally, this study deployed the templates to obtain optimal production schedules for three problems 
with entering inventory in the set {0,1, 2,.... , 5}, in just a matter of minutes. 

Optimal production inventory problems should never be manually solved because it is quite tedious, 
cumbersome, and prone to errors, especially for large problem instances. Furthermore it does not lend 
itself to sensitivity analyses. Therefore, for practical purposes it is recommended that electronic solution 
templates be deployed in the search for, and the implementations of optimal production policy 
prescriptions for the stated class of problems; thanks in particular to the breakthrough research results in 
Ukwu[1-5] and Ukwu et al. [6, 7].Furthermore, it is recommended that further research should be carried 
out on the feasibility of devising solution templates for optimal production schedules with respect to 
other relevant classes of inventory problems. 
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A B S T R A C T

The masterplan for the comprehensive development of Owerri Capital Territory did not sufficiently 

carrythe residents along in the planning and design of the emerging capital territory. The stage therefore 

was set for the struggle for the soul of the city and whose city it was? The struggle encompassed 

environmental, physical, socio-political, socio-economic and socio-cultural aspects and more 

importantly that of heritage and identity. This is so because the cultural identity expresses the philosophy 

of life, the passion, history and heritage of the people.The paper examines these dimensions of this 

struggle for the soul of Owerri Capital Territory. It develops a framework for the integration of the 

community squares in Owerri capital territory so as to improve the quality of life in the city. It identifies 

differences in conditions and socio-economic indicators in the community squares in Owerri capital 

territory. It therefore answers the questions on the differences in conditions and relevant socio-economic 

indicators of the community squares in Owerri capital territory?. Data were collected using Geographic 

Information Systems, GIS, Geographic Positioning System,GPS, questionnaires, interviews and visits. 

Analysis of variance and Spearman rank correlation were used to analyse the data. It was discovered that 

the struggle is not only real but needs an inclusive multidisciplinary and multidimensional intervention to 

integrate the community squares, create order and harmony in the midst of this struggle and confusion so 

as to improve the quality of life in the emerging Owerri Capital Territory.

Keywords; City, multidimensional, people,soul, struggle

INTRODUCTION
Community squares are informal traditional public open spaces transmitted from generation to 
generation as a heritage. Previous research, Agoha (2016), showed that, the design and evolution reflects 
the needs, perception and prompting of the people in response to perceived environmental, socio-
cultural and socio-economic demands of the time. The people imputed their soul, feelings and 
perception artistically into physical forms of the community squares. These manifest in hierarchy of 
open spaces, junctions which adorn the community squares as symbols, meanings, languages and 
concepts that mean much to the people. These features are not only transmitted but are read and 
interpreted as part of the informally recorded history in environmental language. They therefore 'speak, 
smile, cry' in the languages the people hear and interpret, thus reflecting emotions, responses and 
solutions to the environmental, socio- economic and socio-cultural challenges that confront them from 
time to time and transmitted to future generations. They are therefore, perpetuated through various 
cycles that make them live for a long time and almost 'immortal' like a human soul,(wiki/Christian-
mortality,2017). This makes the community squares responsive, and adaptable to the demands of the 
moments they pass through as they reflect the very life of the people. The decimation or disuse the 
squares through formal planning evokes emotions and generates conflict. This paper therefore not only 
seeks the framework for the integration of community squares in  formal planning but the preservation 
of the very values inprinted in the artistic patterns in the community squares. The community squares are
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identified with the elements that create the values using questionnaires, geographic information system, 
GIS, geographic positioning system,GPS, visits and observations.

BACKGROUND
Community squares provide communal spaces for recreation, environmental control, socio- economic, 
socio-cultural activities and therefore not only a symbol of the artistic  ingenuity  of the people but the 
source of the activities that sustain the life of all in the area. At the creation of Imo State in 1976, the 
government in order to improve the quality of life in the city, developed a masterplan with changes 
without identifying and integrating the community squares so as to carry the people along. This stirred 
the struggle for the control of the 'soul'  of the urban environment. Within the formal groups are informal 
organisations with different identities, passions and aspirations to be met by the socio-economic 
conditions of the city. The indigenous people felt alienated from their culture not only eroded but the 
socio- economic life embedded and in-printed in the community squares were being encroachedupon. 
Thus touching the very life and soul symbolised in the urban fabric. This therefore led to identity crisis 
and unending struggle for the control of the city by the formal and informal groups resulting to the 
question, of whose city?

PROBLEM STATEMENT
At the creation of Imo state in 1976,the Owerri masterplan did not identify and integrate the informal 
traditional community squares. They were decimated with the creation of new public open spaces not in 
line with the socio-economic and socio-cultural aspirations of the indigenous people. Hence in the core 
Owerri urban, the formal public open spaces were converted to other uses. The very locations of the 
informal community squares are still being used for communal activities and private functions leading to 
street trades, blockades of streets and abuse of the formal open spaces. This results to disenchantment 
and at times conflicts amongst the people and development control authorities. Since the capital territory 
has urban, semi-urban/sub-urban and rural components, conflicts in the emerging Owerri capital 
territory can be reduced if these are identified, integrated and developed formally into public open 
spaces and parks in the emerging Owerri Capital Territory. This will not only preserve the environmental 
heritage of the people but lead to inclusiveness and reduce identity crises. This therefore is what the 
research sets out to address.

SCOPE OF THE STUDY AND STUDY AREA
Owerri Capital territory covers seven,(7) local government areas of Owerri Municipal, Owerri West, 
Owerri North, and parts of AbohMbaise, Ngor Okpuala, Mbaitoli, Ohaji/Egbema with thirty nine,(39) 
community squares. The community squares where socio-economic indicators were studied were 
AforEnyiogugu, Ugwuekwema, Nkwo- UkwuOrodo, OrieMbieri, Idem Ogwa, NkwoUbomiri, 
AforIrete, Eke Amakohia-Ubi, Amaocha shed, AmaochaAfara, Umuokpo and Okolochi. The indicators 
studied were; sizes,locations, and mixed use residential buildings.

RESEARCH METHODOLOGY
Survey questionnaire, Geographic Information System, (GIS), Geographic Positioning System, 
(GPS),visits and interviews were used in data collection. Since the community squares were relatively 
homogeneous, random sampling was used to reduce the local government areas from seven (7) to four 
(4) while the community squares were reduced from thirty nine, (39) to thirteen,(13).Out of the three 
hundred and ninety (390) copies of questionnaires administered, 350 were retrieved. Geographic 
information system, GIS, Geo- eye satellite images 2015 and Garmin V72 hand held GPS, spot 2.5
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instrument were used todetermine the exact locations, sizes of the community squares. The analysis of 
data was done with analysis of variance,ANOVA for nominal, ordinal, interval and Spearman rank 
correlation for the ordinal data using the Statistical Programme for Social Sciences, SPSS.

THEORETICAL FRAMEWORK
With the Socraterian belief in the immortality of the soul, Dennis,(2000),that the community square is 
rooted in the mind of the people explains its sustainability and why it has evolved over the years and is 
transmitted from generation to generation. While the community life concept of the African emphasises 
sharing, inclusiveness its offshoot; the extended family system is built on interaction and care. It is 
therefore superior to the concept of natural selection of evolution,Denis(2000) and the survival of the 
fittest of capitalism. This is therefore the bane of urbanism whe,re everyone who comes to the city is not 
only looking for survival strategy but how to exclude and exploit both human and material resources as a 
means of survival. The community square is not only traditional and sustainable socially, economically 
and environmentally but provides a good alternative to the 'top to bottom' approach of formal planning 
which excludes traditional community square to trigger off exclusive and elitist planning. The inclusive 
nature and bottom to top approach of the African community square is therefore a good ingredient of 
inclusive and sustainable planning for emerging urban areas.

LITERATURE REVIEW
Community squares asinformal outdoor environmental elements shows the philosophy of open life style 
of the people symbolised in egalitarianism and democratic values,(Oguejiofor and Onah,2005). The 
community square has the core nodes, with social, economic and environmental activities such as shops, 
arts and crafts, with churches, schools and green areas with trees, forest areas, heritage sites and farms. 
This is synonymous with the three levels of platonic soul; themind(reason),emotion(spiritedness-
masculine) and appetitive(desire- feminine),(wiki/plato,2013). For Aristotle the levels of soul are 
associated as; vegetative for plants, movement (passionate) for animals and reason for 
humans,(wiki/faculties,2016). These not only identify living things but as soul, transmitted and used to 
organise living things, activities of man and the built environment. Meetings, dialogue, dialectics of life, 
socio-political, socio-economic, religious, socio-cultural questions concerning social groups are raised, 
critically debated and resolved for the progress of the society. Community squarestherefore not only 
provide sustainable opportunity for intellectual,intercultural and multidisciplinary study of philosophy 
to advance knowledge but represent the life, beliefs, culture and tradition of the people in artistic forms.

As organizing elements in physical planning, the central business district, where socio- political, socio-
economic and socio-cultural activities take place in the community squares form the nucleus with the 
adjoining villages as multiple nucleic nodes aggregating around the nuclear area,(Donald, Alan and 
Robert,2003). While the nucleic theory talks of a dominant centre of development, the multiple nucleic 
advocates several simultaneous centres of development which could merge into a megacity in the future. 
These generally follow the classical concentric circle theory which formed the basis of the development 
of the Owerri Capital Territory masterplan,(Imo State Government, 1977). Although each of these has its 
limitation, they find expression in traditional arrangements of community squares and settlements of the 
communities in Owerri Capital Territory.

ANALYSIS AND DISCUSSION
The condition of the community squares as the soul and centre of activities is analysed and discussed as;
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i).Location of community squares
Most of the community squares in Owerri capital territory were located in centre or heart of suburban, 
rural and semi-urban areas of Owerri capital territory in the proportion of 39.8%, 29.5% and 26.1% 
respectively while core urban area was 4.6%. This is given in Table 10.1.

Table 1: Aggregated Location of community squares

Value label % Cumulative %frequency

Suburban 39.8 39.8

Semi-Urban 26.1 65.9

urban area 4.6 70.6

Rural areas 29.5 100

Total 100

Source: Agoha, 2015

Particularly of note was, Amaocha Afara 100% rural with junctions, forest and green areas.
 
ii).Size of community squares
Cumulatively, 90.7% of the community squares in Owerri capital territory situated on more than 5 plots 
of land and only 9.3% in less than 5 plots of land, the combined 95.3 percent, (Table 10.2) rural, semi-
urban and suburban as above, occupy the heart of the settlement and provided the impetus integration.

Table 2: Size of community square Aggregation

Value label % Cumulative % frequency

Less than 5plots 9.3 9.3

More than 5 plots 90.7 100

100

Source: Agoha, 2015

The large sizes of most of the community squares provided opportunity for robust integration of 
community squares as public open spaces in the emerging Owerri capital territory to accommodate and 
take care of various interest groups.

iii). Mixed use residential buildings
With 41.4% of the community squares having 2 to 10 number mixed use residential buildings 32.4% 
having 11 to 20 mixed use residential buildings and 26.2% with more than 20 mixed use residential 
buildings, the community squares have substantial mixed use residential activities at the heart of 
settlements that encouraged robust socio-economic and socio-cultural activities.

Table 3: Aggregated Mixed use residential buildings in the community squares

Value % Cumulative% frequency

(2-10) 41.4 41.4

(11-20) 32.4 73.8

(>20) 26.2 100

Total 100

Source: Agoha, 2015
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Mixed use residential buildings with shops, restaurants, hairdressing, barbing salons, meeting places are 
part of the activities in the community squares as centre of life of the people.

Table:4.ANOVA for condition against size, location and mixed use residential buildings.

Sum of Squares df Mean Square F Sig.

Between Groups 42.212 2 21.106 23.078 0

Total 347.68 336

Between Groups 4.412 2 2.206 12.84 0

Within Groups 54.635 318 0.172

Total 59.047 320

Between Groups 40.839 2 20.42 41.831 0

Within Groups 152.303 312 0.488

Total 193.143 314

Size of community 

squares

Rented residential 

Buildings

Within Groups 305.467 334 0.915

Location of community 

squares

Source; Generated from Agoha,2015

Table;5.Result of Spearman rank correlation bivariate analysis of the relationship between 
location and mixed use residential buildings

Mixed use residential 

building

Spearman correlation 

rank coefficient
0.319

sig.(2-tailed) 0.000

N 311

Location 

communit

y  of 

squares

Remarks

significant at 

confidence level
0.05

Source: Generated from Agoha, 2015

Summary of Findings
Differences in the conditions of community squares exist within rural, semi-urban/suburban, and urban 
areas and between urban and semi-urban/sub-urban, urban and rural, semi- urban/semi-urban and rural 
areas at the centre of life of the people 

ii). There is significant relationship between location and socio-economic activities in mixed use 
residential buildings.
 
CONCLUSION
Being at the centre of activities, the differences in the green areas and sizes of the community squares 
provide opportunity for the accommodation of all interest groups to encourage inclusiveness, 
sustainability, communal and socio-economic mixed use activities in the emerging Owerri capital 
territory and indeed other emerging cities in Africa and the black world where blacks practice communal 
life style, planning and extended family system.
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