
International	Journal	of	Computational	
Vision	and	Biomechanics

Volume No. 10

Issue No. 1

January - April 2024

ISSN: 0973-6778

ENRICHED		PUBLICATIONS		PVT.	LTD

JE	-	18,Gupta	Colony,	Khirki	Extn,
Malviya	Nagar,	New	Delhi	-	110017.

E-	Mail:	info@enrichedpublication.com
Phone	:-	+91-8877340707

mailto:andrasoft504@gmail.com


Managing Editor

Mr. Amit Prasad

International	Journal	of	Computational	
Vision	and	Biomechanics

ISSN: 0973-6778



International	Journal	of	Computational	
Vision	and	Biomechanics

(Volume No. 10,   Issue No. 1, January - April 2024)

Contents

Sr. No Article/ Authors Pg No

01 Parametric Geometrical Subject-specific Finite Element Models of the 

Proximal Femur: A Tool to Predict Slipped Capital Femoral Epiphyses 

- O. Pasetaa , M. J. Gómez-Benitoa , J.M. García-Aznara, C. Barriosb, 

M. Doblaréa.

1 - 11

02 A Framework for 3D Reconstruction of Human Organs from MR 

Images: A Model and Fuzzy Set Principles Based Approach. Application 

to Prostate Segmentation and Reconstruction

- Betrouni N.1 & Vermandel M.1

12 - 25

03 Material Properties and Extended Sources for Surface Rendering

- Jan J. Koenderink & Sylvia C. Pont

26 - 38

04 Computational Study on Bone Remodeling and Osseointegration for a 

Hip Replacement using a Conservative Femoral Stem

- J. Folgado*, P. R. Fernandes and H. C. Rodrigues

39 - 54

05 Computational Modelling of Ligaments at Non-physiological Situations

- B. Calvo, E. Peña, M.A. Martínez and M. Doblaré

55 - 68





International Journal for Computational Vision and Biomechanics (Volume- 10, Issue - 01, January - April 2024)                                      Page No. 1

Parametric Geometrical Subject-specific Finite Element 
Models of the Proximal Femur: A Tool to Predict Slipped 

Capital Femoral  

O. Pasetaa, M. J. Gómez-Benitoa, J.M. García-Aznara, C. Barriosb, M. 
Doblaréa.

aGroup of Structural Mechanics and Materials Modelling, Aragon Institute of Engineering Research 
(13A)University of Zaragoza, Mar�a de Luna s/n, 50018, Zaragoza, Spain 

bOrthopaedics and Trauma Unit, Department of Surgery, Valencia University Medical School, 
Valencia, 

A B S T R A C T

1. INTRODUCTION
Slipped Capital Femoral Epiphysis (SCFE) is the most common disorder of the adolescent hip [1]. It 
occurs in 5 of 100.000 children from 10 to 15 years old [2,3]. SCFE consists on a posterior and medial 
slippage of the proximal femoral epiphysis at the metaphysis, occurring through the physeal plate. The 
diagnosis of SCFE is, unfortunately, not easy in many cases which implies a delay in its treatment. This 
delay results in a less favorable long-term prognosis [1] and risk of other secondary effects, such as, 
osteonecrosis of the femoral head [4] and degenerative hip arthritis [1]. Thus, it is very important to 
develop predictive methods for early detection of SCFE. 
Different factors such as endocrine disorders [5] and radiation therapy [6] have been found to be 
associated with the development of SCFE. However, in most cases the aetiology remains unknown. 

Different anatomical and mechanical factors inducing growth plate overloading have been implicated 

in the etiology of Slipped Capital Femoral Epiphysis (SCFE). Loading and the subsequent risk of 

fracture at the epiphyseal growth plate of the femoral head have been poorly investigated so far, so in 

this work, we analyse Slipped Capital Femoral Epiphysis from a mechanical point of view. The aim of 

this research is to determine the influence of the proximal femoral geometry on the growth plate 

slippage. This is accomplished by means of Finite Element Analyses (FEA) of a parametric model of the 

proximal femur previously created. An adolescent standardized femur is defined based on average 

geometrical parameters collected in literature of healthy and slipped hips. In order to evaluate the 

potential of this parametric model, we compared successfully their results with those obtained using 

models from actual geometries of a pre-SCFE and a healthy hip of a child. Next, this parametric model 

is adapted to simulate subject specific situations. The most important parameters: the Physis Sloping 

Angle (PSA) and the Posterior Sloping Angle of the Physis (L), are varied and their effect under the 

same loads corresponding to walking and stairs climbing is investigated. The computed results show a 

strong dependence of the growth plate failure on the geometry of the proximal femur. Higher values of 

the Physis Sloping Angle (PSA) and the Posterior Sloping Angle (L) are related to higher growth plate 

stresses and therefore to a more likely slippage. The highest stress level is always found in the medial 

region of the physis, a site where usually growth plate starts to fail.

Key words: Slipped Capital Femoral Epiphysis, Finite Element Analysis, Growth Plate, 

Biomechanical Parametric Model.



Idiopathic SCFE has been related to many factors, including overweight [7], physeal orientation [8,9], 
abnormalities in the physeal architecture [10,11] and hormonal changes during adolescence that affect 
the physeal strength [1].
The stress magnitude at the femoral capital physis under physiological and overweight loads has not 
been sufficiently addressed. To our knowledge, the analysis of the different factors affecting SCFE 
have been mainly focused on several geometrical features of the proximal femur and parameters such 
as weight, height or age of the patient [8,9]. However, mechanical factors, such as strain and stress 
distributions on the growth plate, which could explain failure of the proximal growth plate have not 
been fully studied. A recent work of Fishkin et al. [12] analyzed the stress distribution in the growth 
plate in the stance phase activity varying the angle of the femoral neck version. We also recently 
presented a finite element model of both proximal femora of a child affected by pre-SCFE in his left leg 
and compared the distribution of stresses in both growth plates when performing different activities 
[13]. However, a wider study is needed to determine the stress distributions at the proximal femur 
physeal plate on different patients. Indeed, the determination of the stress level in the growth plate 
could help to estimate the subjects with a higher probability of slippage.
When a Finite Element model is developed, segmentation of the proximal femur and generation of the 
associated FE mesh are the most time consuming parts of the process. In this work, we propose the use 
of a parametric model, where the proximal femur geometry is simplified and defined through a set of 
anatomical parameters: NeckDiaphysis Angle, Neck Shaft Plate Shaft Angle, Head radius, Medullary 
channel width; which can be easily adapted to each specific subject. This simplified geometry can be 
meshed by means of automatic mesh generation 

Figure 1: Parametrized geometry of the proximal femur (a) different primitive geometries; (b) lateral 
view; (c) anterior-posterior view; (d) upper view.

programs with good finite element aspect ratios for all the mesh. This model can help to determine the 
risk of development of SCFE, based on the geometrical morphology of each specific patient’s hip. 
Therefore, the aim of this paper is to develop a model for the parametrized geometry of the proximal 
femur and evaluate differences in the stress distribution that appears in the growth plate for different 
femoral configurations.

2. MATERIAL AND METHODS
A parametric geometry of the proximal femur including epiphyseal growth plate was developed, based 
on several parameters that determine the geometry of the proximal femur: head radius (HR), physeal 
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width (PW), neck shaftneck plate angle (NSNPA), posterior slopping angle (L),physis-diaphysis angle 
(PDA), cortical thickness (CT),femoral neck width (FNW), diaphyseal width (DW) (Figs. 1 and 3). 
These parameters can be trivially modified to simulate different femurs and plates, being therefore 
easily to adapt to each specific subject. 
To develop this parametric model we initially reconstructed the geometry of both proximal femora of a 
14- year-old boy with pre-SCFE in his left hip from a set of CTscans. The geometry of these femurs and 
epiphyseal plates were simplified by means of primitive geometries (Fig. 1.a) and reconstructed 
through the CAD-program Catia [14]. Then, it was automatically meshed by Harpoon [15] (Fig. 4) with 
hexahedral elements of characteristic length of 3mm. The geometry of this parametric model can be 
easily resized and modified to simulate different geometries, a scheme of the process followed to 
simulate the different geometries and the time consumed in each step could be observed in figure 2. 

Figure 2: Scheme of the process to obtain the specific subject finite element model including the 
approximate time consumed in each step.

In order to address the main aim of this paper, three different analyses were performed. First, we 
evaluated the accuracy of the parametric model. Hence, we developed four finite element models, two 
of them based on the actual geometry of the two femurs of a 14-year-old boy with preSCFE in his left 
hip and body weight of 92kg, whereas the other two were based on the parametrized geometry of these 
same femurs. In the second set of analyses, we created two additional independent parametrised models 
to determine the influence of the overall geometry into the growth plate slippage. The parametrised 
geometry of these femurs was based on measurements of morphometric parameters of a previous study 
of 36 healthy hips and 47 unaffected hips of patients with unilateral SCFE [8]. The mean values of these 
parameters were used to reconstruct the parametrised geometry of a healthy “standardised” femur and a 
“standardised” nonslipped hip of children with unilateral SCFE. This second femur has been reported 
to be more prone to suffer slippage [8]. The body weight for both “standardised” femurs was estimated 
in 58.8kg [8] in order to minimize the influence of the body weight on the results. Finally, we performed 
a sensitivity analysis with respect to different geometrical parameters that are the most determinant in 
the development of SCFE [8] in order to determine their respective individual influence: the physeal 
slopping angle (PSA) and the posterior slopping angle (L) were varied in ten degrees in two independent 
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models based on the geometry of the “standardised” healthy femur. 
The geometrical parameters which define the geometry of the simulated femurs are summarized in 
table 1. In all cases, the growth plate thickness was assumed constant and estimated in 1mm [16]. We 
considered three different materials: cartilage for the growth plate, trabecular and cortical bone. Linear 
elastic isotropic behavior was assumed for all of them with elastic moduli of 5MPa, 700MPa and 
17000MPa and Poisson’s ratios of 0.45, 0.2 and 0.3 respectively [17,18,19]. Different loading 
conditions were simulated in each analysis: (1) heel strike during walking; (2) midstance; (3) toe off; 
(4) heel strike during stairs climbing. These loads were applied on the femoral head including also the 
reaction at the abductor. Both were scaled by the body weight of the patient (Table 2)[20]. 

Figure 3: Geometrical parameters of the defined femurs measured on anterior-posterior tomographies 
(acronyms are fully defined in table 1)

Growth plate failure is assumed to be mainly produced by a combination of shear stresses, which may 
induce slip of the head, and tensile stresses, that might tear up the growth plate from the trabecular bone 
[10,11,21,22,23]. In order to estimate the growth plate risk to failure, we chose the Tresca failure 
criterion because it is the most appropriate for shear failure. We could also consider von Misses stresses 
which takes into account normal and shear stresses. In fact, von Misses stress for the analysed load 
cases were qualitatively similar to Tresca’s although the latter resulted slightly lower, the conclusions 
drawn from von Misses stress distributions were the same than those obtained from Tresca stresses 
[13]. 

3. RESULTS
First, the distributions of Tresca stresses and the maximum value of these stresses at the growth plate 
were compared between the models developed for actual and parametric geometries of these femurs. 
Second, we analysed the stress distribution on the two standardised healthy and affected femurs. 
Finally, the stress distribution was studied for the standardised healthy femur after modifying the 
posterior slopping angle (PSA) in 10º and the physeal slopping angle (L) also in 10º.

3.1 Comparative validation of the parametric model
To evaluate the parametric model, the results obtained in a FE analysis of real geometry were compared 
to those computed from the parametrised geometry. The Tresca stress distributions for the different 
activities simulated at the growth plate are shown from an upper view in figure 5. The load transfer 
mechanism through the growth plate in both models was very similar. A stress concentration at the 
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medial

Figure 4: Finite element model of the healthy femur including the growth plate based on the 
parametrised geometry.

Table 1Geometrical Parameters of the Simulated Femurs [8,13].

Table 2 Components of the Femoral Loads for each Activity Simulated, Normalized to the Body 
Weight (BW) [20].

Reference Axes in Figure 4
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area was observed at the heel strike moment during stairs climbing; this concentration was also medial 
in the preslipped hip, but oriented towards the anterior area in both parametric and real geometries at 
this pre-slipped hip. In addition, the maximum Tresca stresses were always higher for the pre-slipped 
hip when compared to the healthy model in both actual and parametrised geometries.

3.2 Standardised Femurs
The parametrised geometry of the femur was adapted to the geometry of a “standardised” healthy femur 
and a “standardised” non-affected hip of children with unilateral SFCE. The healthy growth plate of the 
SCFE-affected child exhibited higher stresses (Fig. 6) than the growth plate of the healthy femur used 
as control. During heel strike, while 
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Figure 5: Distributions of Tresca stresses (MPa) at the plates of a 14 year old child, models based on 
parametrised and real geometry (A-Anterior, P-Posterior, M-Medial, L-Lateral)

Figure 6: Distributions of Tresca stresses (MPa) at the parametrised growth plates of the 
“standardised” affected and “standardised” healthy femurs (A-Anterior, P–Posterior, M-Medial, L-
Lateral).

stairs climbing, Tresca stresses over 2.5MPa were observed at the medial region of the affected growth 
plate. A stress concentration was also observed in this same region of the healthy hip, although with a 
lower value of the Tresca stress. No area appeared with stresses higher than 2.5MPa the difference was 
not so apparent at midstance and toe off, but the stresses were always higher for the affected hip than for 
the healthy one. At the midstance stage, the stress concentration was localized in the anterior region of 
the physis.

3.3 Influence of the Posterior Slopping Angle and the Physeal Slopping Angle
Tresca stresses increased with both angles: posterior slopping and physeal slopping. The greatest 
differences were observed when increasing the physeal slopping angle (Fig. 7). At the heel strike stage, 
during stairs climbing, a maximum Tresca stress of 2.15MPa for the standardised healthy growth plate 
was observed. This stress increased to values higher than 2.5MPa when increasing the L angle in 10º 
and the PSA in 10º (Fig. 7), being the area subjected to this stress bigger when increasing the PSA. The 
maximum Tresca stresses were localized in the medial region during heel strike and toe off, while this 
concentration appeared in the anterior region during the midstance phase. 

4. DISCUSSION
This paper describes how a parametrised geometry of the proximal femur morphology of a child may be 
used to fastly obtain a prediction of the stress distribution at the growth plate and thus determine the risk 
of development of SCFE. Despite the qualitative character of the conclusions here obtained, the 
proposed model might be useful to determine if pinnig of the healthy femur can be recommended or not 
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in patients suffering from unilateral SCFE.To evaluate the potential of this parametrised model we 
performed a comparison between the results obtained by means of finite element simulations of actual 
geometries of the proximal femurs of a child and the parametrised geometry of these same femurs. The 
similar distributions of stresses computed in both growth plates validate the accuracy of the parametric 
finite element model. Even though the distributions were not identical, the parametrised model was 
able to identify the areas of maximum stresses and the maximum value of the Tresca stress with 
sufficient accuracy.
Assuming the same body weight, the differences observed between the standardised healthy femur and 
the parametrised unaffected femur of children with unilateral SCFE, indicate the strong influence of the 
geometrical parameters on the development of slipped capital ephiphisis [8, 9, 24]. The differences in 
stresses when modifying the L 
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Figure 7: Distributions of Tresca stresses (MPa) at the parametrised growth plates of the standardised 
healthy femur when varying the L angle and PSA in 10º (A-Anterior, P-Posterior, M-Medial, L-
Lateral).

and PSA angles follow a similar trend to that observed clinically [9,8]. Highest values of L and PSA 
angles resulted in higher stresses and therefore a higher probability of slippage. However, the same 
variation in L and PSA angle results in a different influence on the stress distribution. When modifying 
the L angle in 10º an increase of 15% was observed in the maximum Tresca stress at the heel strike 
moment during stairs climbing and walking. These differences were higher when increasing the PSA 
angle: an increase of the Tresca stress of about 35% was observed at the moment of heel strike. 
The highest stress concentration was observed at the medial region of the physis at the heel strike 
moment during stairs climbing. Worse mechanical properties have been reported at the posterior-
medial area of the physis [25]. These two facts could indicate the beginning of the plate failure in the 
medial region.
Despite the results obtained, we have to keep in mind that modelling in biomechanics involves a 
number of simplifications on different levels that have to be interpreted carefully. The main 
assumptions of this work are: 
First, we assume all materials to be linear elastic. This hypothesis has been used by many authors in FE 
models of bone and cartilage [26] reporting sufficiently accurate results for this type of analyses. The 
mechanical properties used for the growth plate were determined from animal experiments [10,11]. We 
have to remark the few experimental works designed to obtain mechanical properties of femoral growth 
plates [21]. There are several works to determine the mechanical properties in bovine tibial growth 
plates. Ultimate shear stress was reported to be between 1.66MPa and 3.81MPa depending on the 
anatomical location [11] and tensile stress between 0.83MPa and 1.89MPa [10]. In bovine distal femora 
the maximum and average ultimate tensile stress registered were 5MPa and 3MPa respectively [25]. 
The differences reported may be due to biologic variations, animal specie, anatomic form of the growth 
plate and testing modalities. To our knowledge, there are very few experimental works performed to 
determine mechanical properties of human growth plates, thus the properties had to be extracted from 
animal experiments and our results has to be analysed from a qualitative point of view. The same elastic 
moduli and Poisson's ratios were considered for the simulated hips despite the fact that these properties 
decrease in slipped hips [27].
Second, the applied forces used to drive the simulations were considered the same (just scaled by the 
body weight) for healthy, pre-slipped and unaffected hips of children affected by unilateral SCFE, 
although they are likely to vary between normal and diseased children due to compensatory 
mechanisms [27].
Third, other effects such as the influence of cyclic loads that could produce fatigue and a possible 
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increment of cartilage stiffness due to closing of cartilage pores by plate compression have not been 
considered in this approach. As has been reported in a previous work [13], we do not take into 
consideration the poroelastic behavior of the growth plate because the same conclusions as in the elastic 
model may be drawn.
Finally, the growth plate was considered homogeneous not taking into account its microstructural 
properties which may vary with age and sex. The microstructural geometry and mechanical properties 
of the physis could influence the failure mechanism locally [28]; however we are most interested in the 
global failure mechanism. Few experimental works have been performed to determine the mechanism 
of failure of the growth plate. Moen and Pelker [28] tested bovine femurs and tibias to determine the 
failure mechanism of the growth plate. They concluded that a different mechanism and zone of failure 
is expected when loading the specimens in tension, shear or compression. For each of these load cases, 
failure is expected in the hypertrophic zone, columnation zone and ossification zone respectively. Also 
the loading rate, maturity of the physis and sex alter the zones and mechanism of failure. All these 
effects have not been taken into consideration in this work. 
The uncertainties in data of mechanical properties, correct consideration of loading, material 
characterization and geometric modelling are a direct consequence of the fact that each individual is 
unique. Average values might not be representative of a large percentage of the cases of interest. 
Therefore a more flexible and easily adjustable model to make approximate subject-specific analyses 
could be helpful when studying each specific individual. The parametrised geometry of the proximal 
femur in combination with FE is, despite the simplifications made in the geometry, suitable for the 
assessment of magnitudes of stress under mechanical loads for subject-specific geometries, so it can be 
used to determine the risk of SCFE development in different individuals, and help to a very important 
early diagnosis and a successful outcome [29].
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A B S T R A C T

I. INTRODUCTION
3D segmentation and reconstruction is a difficult process because they must take into account the 
different deformations which characterize the object to be segmented. In the medical field, manual 
body delineation is a time consuming task and often requires prior knowledge to cope absence of 
contours due to the lack of contrast of images as well as the great variability of body shapes and 
positions. 
For these reasons, researches in this field were directed towards methods which combine image 
information and a priori knowledge about the structure of the studied object. These methods are an 
extension of active contours ([1], [2]) and can be classified in two classes:

Methods with a priori knowledge on the geometry: The first work was that of [3] and its 3D extension in 
[4], [5] and [6] and m-reps multiscale description introduced by [7].

Methods with a priori knowledge on appearance: In this category, in addition of information about the 
geometry of the object, information on its appearance, in particular gray levels and textures are 
included [8] and [9] where knowledge about the probabilities densities of the pixels inside the form is 
added.
In many medical fields, the needs for segmentation are very important. In this paper, we propose a 
general framework for 3D reconstruction of human organs from MRI. This framework is described 
here through the process of prostate segmentation and reconstruction for prostate cancer diagnosis and 
image-guided therapy planning. Because automatic prostate segmentation remains complicated-in 
particular at apex either from transrectal ultrasound images (used for brachytherapy) or from MRI or 
CT (used for radiotherapy)-it seems to be an appropriate field of application of our approach. 
This article is presented as follow: first, we shortly present the context of prostate segmentation for 
radiotherapy planning, then we detail the model-based approach and the fuzzy set principles method 
used for reconstruction.

II. CONTEXT

In this work we present a method for automatic 3D segmentation of prostate on MR images and volume 

reconstruction by fuzzy sets fusion algorithm. The segmentation is model based method and the 

reconstruction takes into account the slice thickness to reduce the partial volume effect. The tool is 

applied for prostate segmentation in radiotherapy planning. 

Keywords : 3D segmentation, deformable model, Fuzzy sets reconstruction, Prostate, MRI
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For image guided therapy, some solutions appeared and especially to be applied in clinical practice. In 
[10], the authors proposed a method to segment the bladder, the rectum and the femoral heads on CT 
images. The method is based on a 3D model and user interaction to correct erroneous contour. 
Deformable image registration is a technique used in prostate segmentation in ([11], [12], [13], [14], 
[9]).
Considering the emerging role of MR imaging in radiotherapy treatment planning and the non-
existence of a complete solution to assist the physician in target delineation i.e. prostate, we have 
designed an automatic segmentation tools based on a two steps framework. First, the prostate is 
automatically delineated using a deformable model algorithm. An implementation of the delineation 
algorithm was evaluated by comparing the results to manual segmentations made by a senor radiologist 
on images of 24 patients. Then, after the prostate is delineated, in order to perform a more realistic 
reconstruction and quantification of the prostate, we use a fuzzy set based algorithm [15]. This second 
step takes into account the partial volume effect and the MRI signal properties in a slice in order to 
obtain a volume closer to the physical one. 

III. METHODS

3.1 Prostate Delineation with a Deformable Model
In a precedent report we have described a model based automatic prostate segmentation from 
ultrasound images combining an adaptive morphological filtering and a heuristic optimisation 
algorithm ([16]). We propose here an adaptation of this algorithm for 3D model-based segmentation of 
prostate on MR images. Prostate model was trained based on manual segmentations from N = 15 
patients MRI images that did not include the targets. According to the slice thickness and to its size and 
its shape, the prostate often appears on 8 to 12 slices in standard pelvic MR exam. In order to get a 3D 
model, the prostate was contoured, on each slice, by placing 20 points represented by their 3D 
coordinates pi = (xi, yi, zi). Thus, the prostate surface wasmodellised by a vector X = [x0, y0, z0, x1, y1, 
z1 …, xP, yP, zP],where P is the total number of surface points. For this study,whatever the number of 
slices used the total number of prostate points P was brought to 200.
Twenty points were used to describe each 2D contour as a compromise between the time spending and a 
detailed description of the contour variation. It should be underlined that this number of points is higher 
than the number of points usually laid out by the experts for delineating the prostate for radiotherapy 
purposes.
As the training set contained intra-patients data and the modelisation process was based on the variation 
of the positions of points over the set, it was important to align the points in the same way according to a 
set of axes. This alignment (rotation, translation and scaling) was achieved using the Iterative Closest 
Point (ICP) algorithm [17]. The ICP is based on an iterative alignment of the points through the 
minimization of a cost function which is the quadratic distance between the points. The method 
alternates pairing and calculation of the transformation between the paired points. Pairing is done by 
associating each point to its nearest neighbour 

(a) Extraction of statistical information
Principal Component Analysis (PCA) enabled us to extract the model shape and the most important 
modes [3] of deformation. Model shape of the N-contours was computed as the mean x of the vectors 
components:
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Main variations around mean shape correspond to eigen values of the covariance matrix S:

wherein

is the displacement vector.
Each eigenvector is responsible for a variance equal to its eigen value. Its contribution to total shape 
variation can be expressed as:

wherein �k and �k represent eigen values and eigenvectorscontribution to shape variance 
respectively. The method ofdetermining the main modes of deformation consists indecomposing the 
displacement vector on an orthonormalbase:

wherein {�i}i = 1.. 3P are the base vectors and bi  represented the coordinates of vector dX in this base.
This decomposition was carried out using the Karhunen–Loeve transform [18], which consists in 
decomposing a random vector according to the eigenvectors of its covariance matrix:

wherein �i represents the normalized eigen values of the covariance matrix S and �i  its eigenvectors. 
These eigen values represent the variances of parameters bi . An approximation of displacement vector 
dX was obtained through linear combination of m eigenvectors of covariance matrix S. These 
eigenvectors corresponded to the m most representative eigen values �i  such as:

Thus a displacement vector can be expressed as:

b- Model
Let � = (�1, �2,..., �m) the matrix composed by m mostimportant eigenvectors of S, a vector X can 

International Journal for Computational Vision and Biomechanics (Volume- 10, Issue - 01, January - April 2024)                                    Page No. 14



be expressed as:

wherein b = {bi} is a Rm vector.
Assuming that the distribution of the �i components is gaussian, all vector b component is included in 
� � a I interval. Interval limits were used for restraining model deformation. Then, organ 
segmentation consists in finding the m deformation parameters bi  and the interval parameter a, that 
characterize its contour.

Figure 1 shows the 3D rendering of the prostate model.

c- Contour searching
Contour searching was realised by optimising an energy function.

Contour energy
An energy defined by Terzopoulos et al. [2] is associated with each contour C:

The internal energy Einternal represents length and elasticity of the contour. The external energy 
Eexternal is

Figure 1: Prostate Model Rendering

associated with the image data. Its minimization tends the contour to recover the lines of steepest 
gradient. It’s expressed as:

wherein�I represents the image gradient calculated using the Deriche operator [19].
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Contour optimization
Segmentation began with interactive initialisation to position the model over the target in the image 
using axial and sagittal sequences. The second stage consisted in iteratively searching for the final 
contour. This search was performed by a simulated annealing algorithm known for its ability to explore 
a large range of parameters [20]. At each step, a new parameters bi  vector was randomly generated and 
introduced in Eq. (9) to form a new contour and compute its energy. If the visually assessed delineation 
accuracy was insufficient, the procedure was repeated until a visual match between the deformable 
prostate model and the organ was reached. These interactive corrections were only used in the areas of 
large mismatch, where the model was attracted to close structures.

Figure 2 shows an example of prostate automatic delineation.

3.2 Evaluation of Automatic Delineation
The delineation method was evaluated by comparing the results to manual segmentations performed by 
a senor physician involved in the management of prostate cancer. He operated on an images base of 24 
patients with prostate cancer. Images were acquired on a 1.5 T Philips Intera® scanner with a phased 
array coil, with the following sequence parameters: a sagittal T2-w Turbo Spin Echo (TSE) (Field of 
view (FOV) = 24 cm x 24 cm, matrix 512 x 512, Time Repetition (TR)/Time Echo (TE) = 1630/110 ms, 
Echo Train Length (ETL) = 16, Slice Thickness (ST) = 4 mm) and a T1-w 3D Fast Field Echo (FFE) 
(FOV = 40 cm x 40 cm, matrix 512 x 512, TR/TE = 25/4.5 ms, ST = 5 mm) or a T1- w TSE SENSE (FOV 
= 40 cm x 40 cm, matrix 512 x 512, TR/TE = 499/12 ms, ETL = 5, ST = 5 mm). 
The comparison between manual and automatic delineation was made on ARTIView™ software

Figure 2: Example of Automatic Prostate Delineation on MR Images

(AQUILAB®SAS). This program identified the pixels located inside or outside a contour and assigned 
them a 0 or 1 value, respectively. The method was iterated for each slice of a given set of MR images. 
The following parameters were measured:
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Volumes Ratio (Automatic/Manual)
Volume Overlap (ratio of the volume of intersection to the volume of union, optimal value = 1)

VO = volume overlap, Vm = manual volume, Va = automatic volume
It’s important to stress that this index is very sensitive to small variations in overlap because it is 
normalized to the union of the volumes. As an example, if two equal volumes overlap by 85% of each, 
the volume overlap would be only 0.74. 
Correctly delineated volume (percent ratio of the volume of intersection to the manual defined volume, 
optimal value = 100);

VC = correctly delineated volume.

3.3 Prostate 3D reconstruction
Once the volume was delineated, we performed a 3D reconstruction which takes into account the slice 
profile and the 3-D neighboring [15]. This algorithm, using fuzzy set tools, enabled to perform a more 
realistic reconstruction. This algorithm was previously validated for radiotherapy planning [15] and for 
cerebral vessels segmentation on MR images [21]. 
The aim was to define, for each slice, a minimum region within which was surely inside the structure 
(i.e. prostate in this application), and a maximum region which was surely outside this structure. A 
degree of membership equal to one (1) was, thus, assigned to the pixels inside the minimum volume, 
and a degree of membership equal to zero (0) was assigned to the pixels outside the maximum volume 
(figure 3). The degree of membership of the pixels in the intermediate area was obtained with the theory 
of possibility [22] using distribution functions taking into account: 

(1) the gray levels and the orientation of their local gradient in the image 
(2) the local CNR in the vicinity of the intermediate area 

The degree of membership of a given pixel within the fuzzy area was determined in considering the 
distribution of the gray levels between the external and the internal border (figure 4). Thus, for a given 
pixel among the distribution, the gray level is converted to a degree of membership according to a 
distribution (triangular, trapezoidal,exponential, etc.) As proposed in [15], we used a sigmoid 
distribution given by:

International Journal for Computational Vision and Biomechanics (Volume- 10, Issue - 01, January - April 2024)                                    Page No. 17



where: 

Gl is the gray level of a given pixel, Max and Min are the minimum and the maximum gray level among 
the distribution as shown figure. 6 
Eq. 14 assigned to each pixel of each slice a degree of membership. In the case of a heterogeneous 
contrast around the structure, the pixel degree of membership of this structure should be greater in the 
higher-contrast area than in the lower-contrast area. Therefore, the membership distribution function 
has to be weighted as a function of contrast (Eq. 15). To do so, the CNR was calculated locally for each 
of the pixels belonging to the fuzziness region. This was achieved by calculating the local contrast 
along the structure boundary, taking a measurement of the noise in a local area, in the neighbourhood of 
the volume. The weighting function was then given by Eq. 15. 

where Ws is the weighting factor according to the CNR in the area (� is fixed at Log(100)/CNRMax so 
that WS = 0.99 for the higher CNRMax value observed in the whole set of MRA images) and �’ is the 
weighted degree of membership. 
To take into account the slice thickness and the volume partial effect, all the pixels from all the slices 
were considered

Figure 3: Definition of Fuzzy area Derived from the Initial Contour. (a) Initial Contour, (b) External 
Border of the Vascular Structure Obtained in Dilating (a) and Outside of which the Membership being 
Equal to 0. (c) Internal Border Obtained in Eroding (a) and Inside of which the degree of Membership 
being equal to 1. (d) Fuzzy Area.
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Figure 4: Computation of the Degree of Membership of the Pixels within the Fuzzy Area. For a given 
point of the External Border,the Gray Level Distribution is Measured (A) and is used to Convert the 
Pixels Gray Level into Degree of Membership ©. The Conversion from Gray Level to Degree of 
Membership is Achieved using a Sigmoid Function (B) (see Eq. 14). Note that in this Example, the 
Sigmoid Function is given for Dark Background and Bright Structure.

as voxels having a degree of membership to the structure.The first step in this 3-D process was the over-
sampling of the volume according to the slice thickness (figure 5) and to take into account the slice 
profile of signal sensitivity (figure 6). This MR slice sensitivity profile was previously obtained by 
measurements taken on a phantom of known geometry [16].
Once this over-sampling performed, the degree of membership of each voxel �’,obtained from Eq. 15, 
was attributed to all the sub-voxels, weighted by signal sensitivity distribution into the slice as well as 
by the simultaneous contribution of the neighbouring slices (figure 6). For the sub-voxel n belonging to 
the slice i, we finally obtained the degree of membership µn ’’:
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Figure 5: Over-sampling the Volume to Obtain Sub-voxels.

Figure 6: Signal distribution in the slices and contribution of contiguous slices to the calculation of 
membership for the sub-voxel in position n. Take, for example, 5 contiguous slices (i–2, i–1, i, i + 1, i + 
2) 4 mm thick, each of them being divided into 3 subslices. Let us also assume that, for the thickness of 
the slices in question, the distribution function of the signal is a gaussian function with a standard 
deviation of = 1,8 mm. Numeric calculation on the basis of this gaussian function shows that the relative 
contribution of slice i to sub-voxel n is 0.76, and that of slice i-1 is 0.33. The weighting factors are then 
i,n = 0.76/ (0.76+0.33) 0.7 and i-1,n = 0.33/(0.76+0.33) 0.3. 
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where : µI’, µi –1’, µi +1’ are the degree of membership of the original voxels in the vicinity of the sub-
voxel n and belonging to the slices i, i–1, i + 1; �n,i, �n,i-1, �n,i + 1 are the weighting coefficients 
obtained from the signal slice profile of slices i, i + 1, i–1 in the sub-voxel n (figure 6).
Finally, using the marching cube algorithm [24], an isosurface was determined for visualization and 
quantification. This surface, which delineates the vascular structure from the background, was 
determined using a degree of membership threshold of 0.5. The choice of this value was justified by a 
previous study which has shown the robustness and the low variability of the segmentation resulsts 
when using threshold value from 0.2 to 0.8 [15].

IV. RESULTS
Volume ratio (VR) was 1.130 ± 0.09; automatic volume is slightly larger than manual volumes 
(Wilcoxon test, p < 10–4). Volume Overlap (VO) and correctly delineated volume (VC) were 0.784 ± 
0.05 (min.: 0.71, max.: 0.86) and 94.7 ± 3.3 (min: 0.89, max 0.99) respectively.
Figure 7 shows a comparison between manual and automatic segmentation for a patient. Figure 8 
shows a volume rendered after delineation and reconstruction. 

V. DISCUSSION
Different automated organ delineation methods have been studied in radiotherapy treatment planning. 
Automated 2D contouring aimed at robust detection of organ boundaries in 2D slices. Bueno et al. [25] 
have presented a 2D morphologic approach based on watershed transformation for automatic rectum, 
bladder and seminal vesicles segmentation. A good segmentation accuracy has been reported for the 
tested slices (1.2 to 1.7 mm average distance to ground truth for bladder and rectum respectively), but 
no validation of complete 3D data sets has been done. Mazonakis et al. [26] have proposed a region 
growing technique for the segmentation of prostate, bladder and rectum on CT images but a slider was 
used to define three independent threshold ranges and consequently this method cannot be considered 
as automatic. Lee et al. [27] have recently presented a semi-automatic segmentation of nasopharyngeal 
carcinoma in MR images. Concerning

International Journal for Computational Vision and Biomechanics (Volume- 10, Issue - 01, January - April 2024)                                    Page No. 21



Figure 7: Comparison between automatic prostate delineation and manual delineation by an expert

Figure 8: Final volume of the prostate

prostate automatic delineation most of the authors consider organ model based segmentation as a 
promising method but no detailed evaluation has been published to date. Pekar et al. [10] have proposed 
an automated model based organ at risk (rectum, bladder and femoral heads) delineation on TDM 
images. Reproducible and accurate results for automatic brainstem and kidney delineation have also 
been found with this model based method in Rao et al. [28] and Bondiau et al. [29]. Broadhurst et al. 
[30] in their method based on mreps [7] and statistical modelling of non-parametric histograms built a 
prostate and rectum models from 17 images of a single patient. Although the approach is interesting, it 
remains far from the practice since it is evaluated on the same data having been used to build the models. 
In Lu et al. and Foskey et al. [11, 12] the key idea is the use of the result of a deformable image 
registration to match two CT exams and automatically replace manual segmentation initially laid out on 
the reference image. The method provides good results for intra-patient exams but suffers of weakness 
for inter-patients exams because of the assumption of conservation of voxels values. Freedman et al. [9] 
combined a shape-appearance model and a probability distribution of photometric variables inside the 
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object to segment the prostate and the rectum. The authors reported major user interactions to correct 
the results.
Our study is one of the first to propose a truly 3D evaluation of an automated model based prostate 
delineation and consequently, our results are difficult to compare to others previous reports using a 
wide range of mainly 2D evaluation methods. Some authors have used the distances between the 
automatic and the manual contours (Haussdorf and radial distances). Also Pekar et al. [10] have 
compared automatic and manual rectum, bladder and femoral head contours; manual delineation was 
performed by a single observator. A good overall delineation accuracy (mean error 1.7 mm for bladder) 
was achieved but no 3D evaluation has been done. A 3D evaluation is also missed in Mazonakis et al. 
[26] where prostate, bladder and rectum volumes have been compared but on a slice-by-slice basis only. 
We have also to point out that a comparison based on volume index is more sensitive to small overlap 
differences than a comparison based on Haussdorf or radial distances. For example, two voxel cubes of 
10 x 10 x 10 shifted by one voxel along the space diagonal direction results in only a 57 % volume 
overlap (729/1271) although the mean distance of surfaces is around one voxel. In the same way we 
compared radial distances and overlap volume in one patient after shifting the prostate volume by 5 
voxels along the space diagonal direction in the axial plane, resulting in a maximal distance of 4 mm 
between automatic and manual volume: VO and VC were respectively 0.77 and 87%. 
Manual segmentation is considered as the reference but cannot be considered as a perfect ground truth 
due to interobserver variability. Cazzaniga et al. [31] have assessed the variability between 6 physicians 
in defining the prostate on CT for three prostate tumour cases, the percentage differences between the 
measured volumes and the mean values (100 x (volume – mean volume)/mean volume) were ranged 
from 53.6 % to 60.5 %. Fiorino et al. [32] and Seddon et al. [33] have evaluated inter-observer 
difference in delineating prostate on CT between 5 and 15 physicians respectively. The variation in 
volume was estimated at 10% (±18) and 10 % (±15) respectively. 
This variability has led Vial et al. [15] to propose a solution for reducing this variability while 
improving the volume quantification from manual delineation. This method has been applied on the 
automatic delineated structure because the contours obtained were closed to the expert ones. Indeed, 
even if the variability of the automatic delineation approach is lower than the manual way and more 
precise according to the image segmentation, the contours obtained did not necessary provide a good 
volume estimation due the inherent image partial volume effect what is corrected thanks to the 
reconstruction step of our framework. 
Note that we do not discuss about the evaluation of this fuzzy approach because it has been already 
validated earlier [15, 21]. 

V. CONCLUSION
We have developed and evaluated a new MR images anatomy automatic delineation tool based on a 
deformable model and a fuzzy set approach for volume quantification. We have found good accuracy 
but also robustness of our algorithms on a 24 prostate cancer cases evaluation study. However 
automatic delineation could be compared to contours made by a panel of experts to definitely confirm 
its robustness and reproducibility. To our knowledge, our study is one of the first 3D evaluation of an 
automated model based prostate delineation. Software developments are ongoing to further reduce the 
process time calculation allowing a daily routine use. It is probably of importance to evaluate the 
influence of this new automated delineation on inter-observer delineation variability and dosimetry.
Whatever segmentation technique used (manual, automatic or semi-automatic), the ultimate gold 
standard is, and will remain, the clinical expert’s eye. The goal of the automated procedures is to relieve 
as much as possible the physician of time consuming tasks while assuring accuracy and reproducibility 
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at least as high as manual method.
However there is also some other parameters to take into account as the national or international 
regulation as well as the software conformance to the professional recommendations. Collaboration 
with expert committees and industrial partners that respect the standards in use could contribute to the 
validation and a larger spreading of these techniques.
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INTRODUCTION
In scientific visualization one often uses “shading” to augment the visual impression of 
three–dimensionality of mere outline graphics [11]. In order to do so one has to simulate light sources 
and the way photons are bounced off the surfaces. 
With “local rendering” we imply the determination of the radiance of the beam scattered towards the 
eye in the absence of such multilocal effects as cast shadowing and multiple scattering (reflexes). The 
most general case where local rendering is exact is that of arbitrarily illuminated convex objects. In this 
paper we restrict the radiation to beams due to sources at (effective) infinity, though this is not an 
essential constraint. The simplest implementation of
the irradiating beam involves a “point source at infinity” and the simplest implementation of scattering 
the “Lambertian surface” [19,5]. More “realistic” implementations consider “extended sources” [29] 
and general BRDFs. 
As is well known from photography, in order to suggest both shape and material properties one needs 
strategically placed extended sources and characteristic, non–Lambertian BRDFs [22]. This is 
awkward from the perspective of computer graphics implementation since standard graphics pipelines 
assume point sources and Lambertian surfaces. For “cheap rendering” the choice of suitable BRDFs 
and extended sources are critical in computer graphics. 

EXTENDED SOURCES
An “extended source” is fully described through the radiance of the incident beam [4]. Let n denote the 
unit surface normal, i the direction towards an infinitesimal element of the source, Ni(i) the radiance. 

We consider generic BRDFs (Bidirectional Reflectance Distribution Functions) for rendering material 

surface properties.This is of importance in diverse graphics applications. Of various formal proposals 

found in the literature many are not plausible because they violate one or more physical constraints on 

BRDFs and of the plausible ones it is often unknown whether they are feasible, i.e., whether an exact 

physical model exists. Apart from the (default) Lambertian case, no analytical examples from the 

literature are conservative (i.e.. remit all of the incident light). We investigate the simplest types of 

plausible BRDF that mimick the generic lobes commonly encountered in the daily environment: diffuse 

lobe (sand, paper, …), specular lobe (smooth plastic, brushed metal, …), backscatter lobe (rough 

plaster, lawn, …) and asperity scattering lobe (velvet, hairy or dusty surfaces, …). We propose novel 

methods to handle not just collimated, but also diffuse and ambient light beams for arbitrary surface 

rendering. These methods allow rendering of plausible “material properties” with no more overhead 

than the familiar “Lambertian surface illuminated by point source at infinity with ambient term”. The 

results are exact for convex objects, though only approximate in more complicated cases. 

Keywords: BRDF, material rendering, diffuse beams, extended sources, scientific visualization.
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Then the irradiance H(n) of a surface element is

where di denotes an infinitesimal vector solid angle in the direction of i. The irradiance depends upon 
the spatial attitude of the surface element with respect to the incident beam through the “Lambert cosine 
Law” (i . n). 
For the purposes of this paper we consider only three extreme types of incident beams, namely the 
collimated beam (often—rather awkwardly—called “point source at infinity”), the hemispherical 
diffuse beam with a total angular spread of 2� steradians, and the Ganzfeld with a total angular spread 
of 4� steradians. The collimated beam is a good model for direct sunlight (actual angular spread 6 × 
10–5 steradians), the hemispherical diffuse beam for overcast sky (though we take the sky radiance as 
uniform instead of decreasing by about a factor of three from zenith to horizon), and the Ganzfeld for 
“ambient light” (a pure Ganzfeld exists only in circumstances like the “polar white–out”). 
Collimated beam Consider a surface element with unit (outward) normal n, irradiated from the 
direction (unit vector) i and viewed from the direction (unit vector) j. Let the normal irradiance caused 
by the incident beam be H0 , then the irradiance is H (i, n) = H0 i . n (by Lambert’s law). The radiance 
arriving at the eye is proportional with the irradiance, thus N (i, j, n) = f(I, j, n) H (i, n). Here the function 
f (i, j, n) is the “bidirectional reflectance distribution function (BRDF)”. Notice that i . n � [0, 1], 
whereas i . n � 0 implies “body shadow”. (For an overview of recommended terminology see [1].) 
Hemispherical diffuse beam Consider a surface that is irradiated with a hemispherical diffuse beam of 
radiance N(k) = Ni  for i . k > 0 and zero otherwise. The “direction” of the beam is i. The radiance ofthe 
scattered beam is (notice that you may take i n� � � � � [ 1 1] here!): 

The function g (i, j, n) sums up the effect of self–occultation (or “vignetting”) of the source, so it may be 
called the “Law of Vignetting”. For a white, Lambertian surface you obtain ( ) (1 ) 2 � � � � � � gL 
i j n i n , thus the scattered radiance does not depend on the viewing direction j. In the Lambertian case 
the result is reminescent to the “point source at infinity with ambient light” formula. This is a mere 
accidental fact that applies only to the Lambertian case and does not generalize to general surfaces (vide 
infra).
Fully diffuse beam: “Ganzfeld” Since the incident radiance is independent of direction, the integrand 
depends only on the nature of the BRDF. One has 

Thus the scattered radiance depends only on the viewing direction j. In analogy with the case of 
radiation seeping out of a translucent medium one might call h(j, n) the “Law of Darkening” [7]. For a 
white Lambertian surface the law of darkening is hL  = 1. Thus a white Lambertian surface becomes 
invisible in a Ganzfeld whereas a convex, gray Lambertian surface is rendered as a uniform silhouette. 
For general BRDFs the law of darkening is not constant and characteristic of the material though. Thus 
in general the contribution due to “ambient light” is not an additive constant as it is in the case of 
Lambertian surfaces. In order to render correctly one has to precompute the proper law of darkening for 
any material in the scene. 
In general the case of diffuse beams is very complicated, since one has to perform a double integration 
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for each location. The use of a canonical beam, such as the hemispherical diffuse beam, allows one to 
use a function of three directions instead. This is convenient, since i, j and n are available in the graphics 
pipeline. Thus it really saves much computation to stick to canonical illuminations and analytical 
BRDFs.
Notice that the material (scattering) properties of a surface are conveniently summed up in terms of 
three functions, namely
— the “Law of Shading” f(I, j, n),
— the “Law of Vignetting” g(I, j, n), and
— the “Law of Darkening” h(j, n).
A convenient measure of the “lightness” of a surface is the double diffuse reflectance, that is the fraction 
of a fully diffuse beam (Ganzfeld) scattered into any direction. One has

For the Lambertian surface rL  = 1, this surface is a perfect scatterer. For a surface that is not a perfect 
scatterer (“not conservative”) is it useful to define the “albedo” as the function 0 ( ) ( ) ( ) � � � � � 
� � � a f d j n i n j n i j n j. Because of “Helmholtz reciprocity” (see below) one has that a h ( ) ( ) k n k n 
� � � . Apparently 1 0 ( ) ( ) � � � � � � r a d � i n i n i n i . For the Lambertian white surface �1 L 
a , in general a( ) 1 i n� � , due to the requirement of conservation of radiant flux. For purposes of 
rendering in collimated and diffuse light fields surfaces are fully described through the functions f ( ) i j 
n � � , g( ) i j n � � , h( ) j n� , whereas a( ) i n� and r characterize overall reflecting properties. For 
the Lambertian surface you have the simple expressions ( � � 1 Lf � , ( ) (1 ) 2 � � � � � L g i n i n 
and � � �1 L L L h a r ) that are usually implemented in rendering pipelines (see figure 1). For more 
general surfaces these functions can be almost arbitrarily complicated. This is no problem in practice 
though since they may be precomputed and frozen in lookup tables. 

BRDFS
“Default” material properties are Lambertian [19], but often one prefers a “more realistic” type of 
surface material with a certain degree of gloss, etc. This introduces the problem of theoretical (analytic 
or algorithmic) surface scattering, typically handled via special BRDFs [1,25]. Often such BRDFs are 
chosen for computational convenience [11], rather than physical plausibility. Many shading algorithms 
in common use implement physically impossible surface scattering properties [2, 3, 27]. Attempts to 
replace these with physically realistic alternatives meet with perhaps unexpected problems. For 
instance, it is very hard to conceive of “interesting” (that is different from the default Lambertian) 
analytical expressions that would simulate physically admissible surface scattering properties and that 
are also conservative, i.e., that scatter all incident photons without absorbing any.
Notice that the Lambertian BRDF (the generic instance) is plausible in the sense that it does not violate 
knownphysical constraints (non–negativity, Helmholtz reciprocity and energy conservation, vide 
infra), but that it is unknown whether it is also feasible. A BRDF may be called “feasible” if there exists 
a model surface that yields that BRDF in terms of geometrical optics. (For examples [18,8, 33].) 
Although we can easily check BRDFs on plausibility, we can less easily check them on feasibility. 
Attempts to “explain” the Lambertian BRDF have been going on since the 18th century [5], but so far 
all have failed. The BRDFs known to be feasible have all started out as models (e.g., the perfect mirror, 
etc.) of particular physical surfaces [16,28], not as ad hoc postulated analytical expressions. 
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General Properties of BRDFs
The BRDF is a property of a surface. It is clearly non– negative throughout. General arguments suggest 
that the BRDF is a symmetrical function in the directions of the entrance and exit beams, so called 
“Helmholtz reciprocity”[25, 21, 14, 18]. For a surface area A the incident radiant power is H (I, n)A, 
whereas the total remitted radiant power
is

Here d� is the element of étendue (or throughput), and dj is an element of solid angle in the direction of 
j. The symbol (2�) denotes integration over the hemisphere j n� � 0 . Since the surface is assumed to 
(perhaps) absorb radiation, but emit none, conservation of energy requires that the “albedo” a( ) 1 i n� 
� . A “conservative” surface is a surface of “unit albedo”, that is one that remits all radiation falling 
upon it, irrespective the direction of the entrance beam. These exhaust all constraints on the BRDF that 
are listed in the literature:

Although there are several BRDFs in use that “conserve energy [20]” none of them has unit albedo 
except for the Lambertian case. In this paper we restrict the term “energy conservation” solely to the 
case of unit albedo. The final inequality is then simply a necessary condition for a BRDF to be counted 
as “plausible”.
A great many BRDFs in common use fail to be plausible [20]. Although this is known to violate basic 
radiometry such BRDFs are used because of algorithmic speed or ease of  in hardware graphics 
pipelines. Many users prefer speed over realism that they “can’t see”. Perhaps the most popular choices 
are the Phong [27] and the Blinn– Phong [2,3] BRDFs. Neither of these are plausible though because 
they violate Helmholtz reciprocity

Generic, Simple, Analytic BRDFs
One can easily frame plausible BRDFs through simple analytic expressions. Many are simple enough 
that they pose no problems of algorithmic speed or ease of implementation. We suggest useful 
examples below.
The major modes of surface scattering are bulk scattering, specular reflection, backscattering and 
asperity scattering. Together (and in various combinations) these account for most of the materials 
encountered in the daily human environment. Exceptions involve macroscopic or microscopic 
deterministic structure [34,35,36] (coombed hair, opals, peacock feathers), we ignore these. The 
generic scattering modes give rise to more or less well defined “lobes” in the scattering indicatrix, often 
easily identified in empirically determined BRDFs. 
Bulk scattering is due to photons that did enter the bulk of the material and emerge after multiple 
(sub–surface) scattering events [26, 7]. After such multiple scattering events all traces of the direction 
of incidence are wiped out. This results in a broad, diffuse lobe centered on n. Almost any material 
shows some bulk scattering; 
Specular reflection is due to Fresnel reflection at planar interfaces between materials of different 
refractive index [4,14]. Often the surface is only locally planar, but macroscopically or mesoscopically 
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“bumpy”. In such cases one observes a lobe that is roughly centered on k i n n i � � � 2( ) , that is the 
direction of the mirror–reflected ray, but broadened due to the bumpiness [32,12]. The degree of 
broadening can vary enormously. In some cases (lemon– peel for instance) the lobe has stochastic 
structure due to sparse sampling of the bumpiness;
Backscattering is typical for rough surfaces [18]. The combined influence of cast shadowing and 
visual occlusion (both due to vignetting) makes that only illuminated parts of the surface are seen from 
the direction of incidence [31,22] (“heiligenschein”). One obtains a rather broad lobe centered on i. 
This is why the full moon is so bright [13,22] (for that reason called “opposition effect”);
Asperity scattering is due [17,10] to a layer of asperities that cover the nominal surface like a thin 
“atmosphere”. Common examples are human skin or plant leaves covered with tiny hairs, the tips of 
which act as asperities. Dust or face powder has a similar effect. Synthetic examples include various 
types of velvet. Peaches are optically different from plums due to asperity scattering. One has a 
typically narrow lobe extended along the surface, orthogonal to n.
Models of various complexity (and physical realism) can be framed for any of these modes. Usually one 
has insufficient knowledge concerning a surface to actually apply a full blown physical model though. 
There is a room for simple analytical expressions that manage to capture the essence of the major 
modes. One may regard them as “phenomenological models” since they not necessarily respect all 
kinds of physical constraints. We will only consider plausible models though. Since we require the 
BRDFs to be plausible, they have to be non–negative functions of the basic constituents: 

Notice that these parts are all in the range [0, 1], thus they are not to be considered BRDF’s as such. 
Since the parts satisfy Helmholtz reciprocity, any function of them will too. The scalar product i . j 
captures the similarity between the directions of exit and incidence and thus allows one to capture the 
geometry of backscattering. Likewise, the product (( )( )) i n j n � � allows one to capture the geometry 
of asperity scattering. In order to capture the characteristic properties of the “lobes” we only consider 
unimodal BRDFs.
All cases are illustrated in figure 1. 
For typical materials the BRDF is multimodal and determined by a combination of bulk scattering 
(“diffuse reflectance”), specular reflectance (“gloss”), backscattering and asperity scattering [9]. Such 
combinations can be constructed by “partitive mixture of BRDFs”, that is to say 
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One easily shows that such a mixture is non–negative throughout, conforms to Helmholtz reciprocity 
and does not violate energy conservation if this applies to the individual components. The method is 
well suited to be combined with a method suggested by Ngan et al. [24] for image driven BRDF 
selection.

Bulk Scattering
The best known (and most frequently used) instance of bulk scattering is of course the Lambertian 
surface. There doesn’t exist a physical model, so the Lambertian BRDF is a phenomenological model. 
It does not fit cases of actual diffuse scattering particularly well, especially in the cases of grazing 
directions of incidence or viewing [23,26]. In order to correct for this Minnaert [22] suggested the 
expression (“d” for “diffuse”)

The parameter � controls the degree of “edge darkening”. The parameter � may take any positive 
values, but realistic values are in the range from zero to one. For ��= 0 the Minnaert BRDF turns into 
the Lambertian, a realistic value for use is � = 1. The value of the constant Cd has been chosen to be the 
maximum value that does not violate energy conservation. This simple but instructive case
allows us to introduce some important notions. The Minnaert BRDF produces a lobe centered upon the 
surface normal, irrespective of the direction of the incident beam. The radiance in directions that graze 
the surface is zero. Thus an object rendered with a Minnaert BRDF will have a dark edge, different from 
the Lambertian case. The Law of Vignetting can be found analytically by straightforward integration, 
but is complicated, because expressed in terms of confluent hypergeometric functions [6]:

for integer �

where Bz  denotes the incomplete beta–function. Simple expressions are obtained for small integer 
exponents, e.g., for � = 1 one has:

Thus it is indeed different from the Lambertian expression. In the case of the Lambertian BRDF the 
rendering function is equal to that for a “point source at infinity with ambient light”, but we now see that 
this is fortuitous. The law of darkening can also be obtained in closed form, namely ( ) ( ) � � � hd � j 
n j n . It depends on the value of the edge darkening parameter. (See figure 2) Apparently the Minnaert 
BRDF is not conservative, indeed the albedo for collimated illumination is � � ( ) ad � i n . Since ad 
�1 for � � 0 the Minnaert surface does not scatter all photons, but absorbs some. The surface is as 
bright as the constraints allow, yet scatters less effectively than the Lambertian surface. The double 
diffuse reflectance is 
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Specular reflection 
A simple expression for a specular lobe is (“s” stands for“specular”):

where we limit � to positive integer values. The expression captures the mirror reflection in the 
simplest possible way. An expression due to Lewis [20] (known as “cosine lobe” illumination model) is 
very similar, but fails to be non– negative and when this is cured turns out to have as purious lobe (due to 
the original negative part). The above expression is unimodal by design. Again, the normalization 
factor Cs has been chosen to be as large as is compatible with energy conservation. This BRDF has a 
single lobe in the direction of the reflected ray. The width of the lobe can be controlled through the 
parameter �. Realistic values run from ��= 1 (a dull gloss) to very high (looks more specular). The 
illustration is for ��= 8. Although the Law of Vignetting and the Law of Darkening can be obtained in 
terms of elementary functions for integer values of ��> 0, the resulting expressions contain so many 
terms that they are practically useless for realistic values of the parameter. It is a simple matter to 
precalculate a lookup table of course. The BRDF is not conservative, e.g., the albedo is � � � � (3 2 ) 
5 s a i n for a = 1, and as  =

for a = 8, where � � � arccos( ) i n . A sphere in a Ganzfeld shows a dark edge. (See figure 3).
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Figure 1: The Lambertian case. At top left a graphical rendering of the scattering indicatrix and right a 
rendering of a sphere illuminated with a collimated beam (at 45° from the viewing direction, from 
upper right—as indicated by the arrow). At bottom left a sphere illuminated with a hemispherical 
diffuse beam and right a sphere in a Ganzfeld. 

Figure 2: The Minnaert diffuse lobe for = 1. At top left a graphical rendering of the scattering indicatrix 
and right a rendering of a sphere illuminated with a collimated beam (at 45° from the viewing direction, 
from upper right—as indicated by the arrow). At bottom left a sphere illuminated with a hemispherical 
diffuse beam and right a sphere in a Ganzfeld. 
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Figure 3: The specular lobe for = 8. At top left a graphical rendering of the scattering indicatrix and 
right a rendering of a sphere illuminated with a collimated beam (at 45° from the viewing direction, 
from upper right—as indicated by the arrow). At bottom left a sphere illuminated with a hemispherical 
diffuse beam and right a sphere in a Ganzfeld. 

Backscattering
Arguably the simplest expression that yields a true backscatter lobe is (“b” stands for “backscatter”):

where the normalizing factor Cb  has been chosen to maximize the reflectance. One easily checks that 
the scattered beam is unimodal, its width can be controlled through the parameter �. The Law of 
Vignetting and the Law of Darkening can be obtained analytically for integer values of �� > 0. The 
resulting expressions are numerically useful for small values of � (a realistic case). For instance, for 
��= 1 you have that 

where i n� � cos� , j n� � sin sin � � and [ ] cos sin i j n � � � � � � . For instance, for � �1 
the Law of Darkening is ( ) (3 2 ) 5 � � � � � b h i n i n . Thus the BRDF is not conservative, there is a 
slight edge darkening. (See figure 4).
Perhaps remarkably, it is possible to design a “perfect backscatterer”, that is a surface whose reflectance 
in the backscatter direction does not depend upon the direction of incidence. A sphere of such a 
material, when viewed from the direction of the incident beam (e.g., the full moon), appears like a 
featureless, uniform disk. A simple BRDF that achieves this is

for integer ��� 2. We do not know whether this is the only possible BRDF with this property.

Asperity Scattering

A simple expression that yields a “surface lobe” typical of asperity scattering is (“a” stands for “asperity 
scattering”):

The normalizing factor Ca  is as large as possible as is compatible with the plausibility constraints. The 
parameter � should be larger than one. For high values of the parameter one has strong, velvet–like, 
asperity scattering. Notice that the expression is much like the “complementary” of the Minnaert 
BRDF. For any direction of incidence the radiance is highest (namely Ca ) in directions grazing the 
surface. The radiance falls off rapidly for less oblique rays. The parameter � controls the “‘width” of 
the asperity scattering lobe. The Law of Vignetting and the Law of Darkening can be obtained 
analytically for integer values of ��> 0. For small values of � one obtains useful expressions though. 
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For instance, for the realistic value ��= 1 one has

The BRDF is not conservative. This material shows an edge lightening, as is typical for a material like 
velvet which shows strong asperity scattering. (See figure 5)

CONCLUSIONS
The literature on ad hoc expressions for the bidirectional reflectance distribution function is rather 
muddled. Even today (mainly in the computer graphics community) BRDF expressions that fail on 
mere plausability are in common use. Non–plausibleBRDF expressions have become scarce in applied 
optics after Minnaert’s work. As we have shown simple analytical expressions can be framed such that 
no physical constraints are violated and yet such that well known generic physical properties of 
common materials such as diffuse scattering, specular scattering (gloss), backscattering and asperity 
scattering are represented in a parameterized manner. One property that cannot so easily be 
accommodated is conservation of radiant power though. 
The choice of a few canonical surfaces and a few canonical light fields as advocated here has the merit 
that it is easily integrated in existing graphics pipelines with almost negligible (as compared to the 
Lambertian assumption) overhead, yet without violating basic physical constraints. 
This allows more realistic rendering to be done “on the cheap”. The method is exact for convex objects, 
though only approximate for non–convex ones, precisely as with the standard default rendering   In 
general one will assign different colors to the various components, e.g., the diffuse component is due to 
the bulk material and will be assigned the “body color”, the backscatter component is due to multiple 
scattering microcavities, thus willbe assigned the body color at higher saturation level, whereas the 
specular and asperity components are due to directly scattered or Fresnel reflected radiation, thus will 
be assigned the color of the source [15, 30, 37]. 
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Figure 4: The backscatter lobe for = 1. At top left a graphical rendering of the scattering indicatrix and 
right a rendering of a sphere illuminated with a collimated beam (at 45° from the viewing direction, 
from upper right—as indicated by the arrow). At bottom left a sphere illuminated with a hemispherical 
diffuse beam and right a sphere in a Ganzfeld. 

Figure 5: The asperity scattering lobe for = 1. At top left a graphical rendering of the scattering 
indicatrix and right a rendering of a sphere illuminated with a collimated beam (at 45° from the viewing 
direction, from upper right—as indicated by the arrow). At bottom left a sphere illuminated with a 
hemispherical diffuse beam and right a sphere in a Ganzfeld. 
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A B S T R A C T

1. INTRODUCTION
Nowadays, Total Hip Arthroplasty (THA) is one of the most important and common orthopedic 
procedures. This fact is related with population ageing and also with the development achieved in the 
medical technology. 
The main reason for a THA is hip joint diseases such as primary osteoarthritis, but it is also a successful 
treatment in several other situations such as fracture repair [1]. The THA consists on the replacement of 
the natural hip joint by an artificial one. This artificial hip joint has two components, the acetabular cup 
and the femoral component. In a total hip arthroplasty, femoral head is removed and the stem 
component is inserted into the femoral canal removing a considerable amount of host bone (figure 1). 
Recently the interest on conservative stem design for minimally invasive hip replacement surgery has 
beenincreased. These conservative stems are smaller than conventional ones, and require less bone 
removal thus leaving intact many elements of fixation, that would otherwise be lost in a traditional 
primary arthroplasty. However, one aspect of major concern with these stems is its fixation and 
stability. 
Stem stability plays a decisive role in the success of a Total Hip Arthroplasty and thus in order to assure 
the long term stability, the cementless stems should be designed to promote biologic fixation, i.e., the 
bone attachment into the stem surface. This osseointegration (or bone ingrowth) is achieved coating the 
surface with hydroxyapatite (HA) or with a porous coating layer. However, even with such a special 

In this work a computational model to simulate the osseointegration fixation of cementless femoral 

stems is described. This biological fixation and the bone remodeling are not independent. Thus this 

model combines the osseointegration analysis with a bone remodeling model. The osseointegration 

process is modeled based on the relative displacement between bone and stem as well as on the interface 

stress level, i.e., the osseointegration depends on the mechanical stability of the stem. The law of bone 

remodeling is derived from a material optimization problem, via the minimization of a function that 

takes into account structural stiffness and the metabolic cost related with bone mass maintenance. The 

problem is solved considering contact conditions on the interface between bone and implant. 

The model is used to analyze a conservative stem (Mayo, Zimmer Inc.) and to compare its performance 

with a tapered one (Trilock, Depuy Orthopaedics, Johnson&Johnson). These conservative stems 

require minimal bone removal, and are suitable to apply minimally invasive surgery techniques. 

However, the fixation and the stability of the stem is one aspect of major concern. The model developed 

in this paper allows us to investigate the performance of such stems with respect to stability and 

compare them with conventional stems. 
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coated surfaces, several factors can inhibit or destroy the biologic fixation. In fact clinical studies show 
that retrieved stems do not present uniform osseointegration all over the porous coated surfaces and 
some stems are surrounded by a layer of soft tissue [2]. Among the factors that may inhibit or destroy 
the osseointegration are the mechanical ones, such as large displacements and high stresses in the 
bone/implant interface. Thus, for a long term stability it is required a satisfactory initial stability, that is, 
in order to have a stable and well osseointegrated stem it is necessary that the interface displacements 
and stresses are within admissible biological values. An adverse interface condition can be induced by a 
severe or inconvenient load, but the stem properties (shape, size, material and coating) also play a role 
in the process. The biologic limits of relative displacement and stresses to have osseointegration are not 
definitely known. For instance, Viceconti et al. [3] reports that the limit value for the tangential relative 
displacement, in order to have bone ingrowth, is a value between 30 and 150 mm, and that 
displacements between 150 and 220 mm lead to the formation of a soft tissue fibrous layer, 
circumventing a complete fixation. Concerning the decision of employing cement versus cementless 
stems, there are several factors of influence but among them is the patient age the [1]. In fact cementless 
stems have some advantages, mainly in the event of revision surgeries and this is especially significant 
for younger patients. 
Although interface conditions and the osseointegration process have been studied in several research 
works (see e.g. [4, 5]), the only method that integrates osseointegration analysis and bone remodeling is 
presented in Fernandes et

Figure 1: Cementless Total Hip Arthroplasty.

al. [6]. The work reported herein extends this work improving the model by incorporating the interface 
stress influence.
In the present model, the osseointegration process is modeled based on the relative displacement 
between bone and stem as well as on interface stress level. The biological fixation is not dissociated 
with the surrounded bone remodeling. Thus the model combines osseointegration with bone 
remodeling. The law of bone remodeling is derived from a material optimization criterion, based on the 
minimization of a function that takes into account structural stiffness and bone mass maintenance 
metabolic cost, and where bone is modeled as a porous material with variable relative density. The 
problem considers contact conditions on the interface between bone and implant. During the 
remodeling process, the mechanical interface conditions are updated according with the 

International Journal for Computational Vision and Biomechanics (Volume- 10, Issue - 01, January - April 2024)                                    Page No. 40



osseointegration algorithm: if the displacement and stress conditions required for bone attachment are 
satisfied, then a connection between bone and implant is established. Consequently, the bone behavior 
is fully simulated from the immediate post operative condition to a long term condition. The 
osseointegration process emphasizes the behavior of the bone/stem interface, addressing the problem 
of prosthesis stability. 
The model developed is used to analyze a conservative stem (Mayo, Zimmer Inc.) comparing its 
performance with a conventional one (Trilock, Depuy Orthopaedics, Johnson&Johnson). Results 
allow the computational model validation and appraise the performance of these two distinct stems.

2 METHODS
An iterative procedure is developed to simulate the bone behavior from the immediate post operative 
condition until a long term condition. This iterative procedure includes two biomechanical models, the 
osseointegration model and the bone remodeling model. The osseointegration model is presented in 
first place followed by the remodeling modeland by the concurrent computational model.

2.1 Osseointegration Model
A characteristic of a porous coated cementless stems is the biological fixation by bone and metal 
interaction [2]. After insertion, the bone starts to attach to the stem surface stabilizing the prosthesis 
(figure 2).
This process is enhanced by the high coefficient of friction of a coated surface [7]. However and despite 
the coating, high relative displacements can occur in certain regions resulting in inhibition of 
osseointegration [4].  Furthermore, this early bony attachment can be destroyed [8] and among possible 
reasons one can postulate that the stress level is the most relevant. In fact, in the osseointegration model 
proposed in Viceconti et al. [5] the interface stress level is taken into account. However, clinical 
experience states that stem failure is observed to result from failure of initial ingrowth attachment rather 
than deterioration of osseointegration [6]. Notwithstanding one can consider that a large and well 
established ossointegrated zone can hardly be disrupted, in the early stage the existing spot weld sites of 
bony attachment can be broken, and that can affect the overall pattern of osseointegration. Therefore, in 
this work the osseointegration process is modeled based on the relative displacement between bone and 
stem as well as on the interface stress level. The model proposes an evolutional or iterative procedure to 
determine where osseointegration occurs. 
The implanted femur is considered under the action of several load cases, simulating the patient 
activity. In the immediate post-operative situation no osseointegration is considered. In fact, after the 
insertion of the stem into the bone one should considerer, for the bone/stem interface

 

Figure 2: Osseointegration
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condition, the contact between bone and stem. Thus, the initial interface conditions are contact with 
friction in the coated surface and contact without friction in the smooth uncoated surface. In each 
iteration (or time step) of the osseointegration algorithm, the interface relative displacement and 
interface stresses are computed. If, at a certain point in the contact interface, contact actually happens 
and the bone/stem relative displacement is less than a threshold value, than a connection between bone 
and stem is established. Osseointegration is assumed and the connection is set to completely bounded. 
If, at a certain point where osseointegration was already achieved, the interface stress level is too 
severe, than the connection between bone and stem is removed. In the next iteration that point will 
belong to the bone/stem contact interface. The osseointegration algorithm is illustrated in figure 3. 

Figure 3: Osseointegration model

Note that in order to achieve or to maintain the osseointegration, the above conditions must be verified 
for every load case.
A consequence of the model is that, on the coated surface, we simultaneously have regions where 
contact with friction occurs and bonded regions, as determined by the relative displacement and 
interface stress level at each location. Furthermore, these conditions can change at each iteration (or 
time step) depending upon the instantaneous relative displacement and interface stresses. 
Another issue is the choice of the threshold displacement value and the strength limit of the 
osseointegration. An experimental study with dogs relates occurrence of osseointegration for 
displacement values of 0 and 20 �m, but for 40 and 150 �m bone ingrowth does not emerge or it is not 
totally defined [8]. For humans, some authors reference values between 50 and 150 �m for the 
threshold displacement value [9, 10]. In the examples presented in this work it is used a threshold value 
of 50 �m. In relation to the strength limit, it depends on the type of the coated surface as well as the time 
that have passed after osseointegration was initiated. In Svehla et al. [11] five different types of coat 
surfaces for a titanium stem are tested. One of the coat surface that is tested is Porocoat (Depuy 
Orthopaedics, Johnson&Johnson), the porous coat that is used in the tapered stem. Shear stress limits 
are presented for 4, 8 and 12 weeks after the insertion and for Porocoat shear stress limits are 18 ± 10 
MPa after 4 weeks, 33 ± 5 MPa after 8 weeks and 35 ± 5 MPa after 12 weeks. Concerning the tensile 
limit value, Viceconti et al. [5] reference a value between 0.7 Mpa and 0.9 MPa. In order to perform a 
long term analysis, it was select the osseointegration stress limits corresponding to a longer period of 
time after the insertion. Thus, in the examples presented in this work it is used a shear stress limit of 35 
MPa and a tensile stress limit of 0.8 Mpa. 
When one compares the extended model derived in this work and the original model presented in 

International Journal for Computational Vision and Biomechanics (Volume- 10, Issue - 01, January - April 2024)                                    Page No. 42



 Fernandes et al.[6], the difference is the disruption condition. The present model considers not only the 
displacement but also the interface stress level. In fact, the original model [6] is  just in the displacement 
and once a point is set to bounded it will remain bounded until the end of process – no disruption 
condition. This “small” change may have large influence in the overall pattern of osseointegration.

2.2 Bone Remodeling Model
To obtain the law of bone remodeling, a material model for trabecular bone is introduced, with a 
variable density (the opposite of porosity) from point to point. This porous material is obtained by the 
locally periodic repetition of a unitary micro cell, with a parallelepiped hole of dimensions a = {a1 , a2 , 
a3}, and where density can be obtained by � = 1- a1. a2. a3  (figure 4).
The selection of this material model leads to an orthotropic porous material. Thus, at each point bone 
ischaracterized by the microstructure parameters a1 , a2 and a3, which define the local relative density. 
The apparent material properties are calculated through an asymptotic homogenization method [12]. 
The bone remodeling model consists on the computation of relative bone density, at each point, by the 
solution of an optimization problem formulated in the continuum mechanics context and assuming 
contact conditions for the bone/stem interface. Assuming bone adapts to the mechanical environment in 
order to obtain the stiffest structure for the applied loads, the optimization problem consists of 
minimizing a linear combination of structural compliance and the metabolic cost to the organism of 
maintaining bone tissue. The design variables are the hole dimensions of the microstructure defined 
above. These variables have values in the interval ai �[0,1], i=1,2,3, where the extreme values, a = 0 
and a = 1, correspond to compact bone and void respectively, while intermediate values correspond to 
trabecular bone with a given apparent density. One assumes trabecular bone tissue (cell walls) has the 
mechanical properties of compact bone. The solution of this problem yields the law of bone 
remodeling,

in the sense that when this equation holds the remodeling equilibrium is achieved and at this point the 
bone correspond to the stiffest structure with total mass regulated by the parameter k that quantifies 
biological factors [13]. Thus, this law reflects both mechanical advantage and metabolic cost. In 
equation (1) NC is the number of load cases, Eijkl  is the material properties tensor (homogenized 
properties for trabecular bone), eij is the strain field, and uP and vP are the set of state and adjoint virtual 
displacements, respectively. A detailed description of the derivation of optimality conditions is 
presented in Fernandes et al. [6]. 
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2.3 Computation Model
The computational model contains the osseointegration model and the bone remodeling model. Both 
models are solved in iterative procedures and, in this work, iterations in the two biomechanical models 
are perform simultaneously. The computational procedure is based in a finite element model of an 
implanted femur. Succinctly the computational procedure is as follows: First the bone homogenized 
elastic properties are computed for an initial solution. Next, one computes the set of displacement fields 
uP and the set of adjoint displacements vP using the finite element method. The convergence conditions 
for osseointegration and 

Figure 5: Computational model.
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remodeling are checked and if they are not satisfied, improved values of densities (cell parameters) are 
computed, the interface conditions are updated and the process restarts (figure 5).
To minimize the computational cost, a mesh of homogenized coefficients is previously computed using 
PREMAT [12]. Then the homogenized properties are calculated by interpolation of the previously 
computed values.
The equilibrium and the adjoint problem are solved by the finite element method, making use of the 
commercial code ABAQUS [14]. The contact problem is solved using standard parameters of 
ABAQUS with an infinitesimalsliding formulation and Lagrange multipliers to compute the tangential 
force. 
The density (i.e., the sizes of the micro cell holes) is interpolated in a constant mode in each finite 
element, which let us to write the optimal condition independently for each finite element. The solution 
for the cell parameters, ai , is obtained by an iterative process based on a first order Lagrange method. 
The design parameters for the element e in the iteration k are obtained from the solution of the law of 
remodeling equation (1).
Concerning the interface conditions, as was previously mention, initially the bone/stem interface 
conditions are set to contact with friction on the coated area and contact without friction on the non-
coated zone. On the coated area, the contact surface in ABAQUS is modeled as nodes against to surface 
and the analysis describe in the osseointegration model is performed in the slave nodes of the bone/stem 
interface (see  [14] for details). After the initial contact analysis, the interface conditions are updated 
based on the absolute value of the relative displacement and interface stresses. For each contact node in 
the friction contact interface, the relative displacement is computed and if the value verifies the 
condition for osseointegration, bone and stem are bounded in that point. Otherwise that node remains in 
the friction contact interface. For each “contact” node osseointegrated the interface stresses are 
computed and if the stresses are below the strength limits, bone and stem remains bounded in that point. 
Otherwise, the connection between bone and stem is removed and the node that was in the 
osseointegrate interface goes to the friction contact interface.
Thus, for every iterations of the computational procedure, the interface condition must be updated for 
each node of the coated interface, as well as the densities for each element of bone 

3. GEOMETRIC AND FINITE ELEMENT MODEL
The computational model was applied to a three-dimensional model of an implanted left femur. The 
finite element mesh was created using the bone geometry of the “Standardized Femur” [15] and two 
different stem geometries were considered. One is based on a conservative stem (Mayo, Zimmer Inc.) 
and the other, a conventional tapered one, based on the tapered stem (Trilock, Depuy Orthopaedics, 
Johnson&Johnson). Figure 6 shows the computational geometric model for the implanted femur with 
the conservative stem.
In the proximal part (see figure 1), before the stem reaches the medullar cavity, it is assumed a perfect 
adjust between bone and stems. Both stems are proximal half coated stems, i.e., just a portion on the 
upper part of the stem surface is porous coated (figure 7). So, in the computer model, above a certain 
point all the stem surface is modeled as coated. This mimics conveniently the tapered stem but it is not 
the case for the Mayo stem, where uncoated stripes coexist with the coated surface. Thus, in the 
computer model the conservative stem has, in a certain sense, a larger coated surface than the one 
existing in the Mayo stem. 
The femur is fixed on the lower extremity, the articulation load is applied on the top of the stem (Fh ) and 
a global muscles force is applied in the greater trochanter zone  Fa ). Three load cases (table 1) are taken 
into account to mimic two situations of walking (load case 1 and 2) and a stair climbing situation 
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Figure 6: Computational geometric model for the implanted femur with the conservative stem.

Figure 7: Finite element model for the implanted femur with the conservative stem (left) and with the 
tapered stem (rignt).

Table 1Applied Load Cases
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Stem material is titanium with a Young modulus of 115 GPa and Poisson coefficient of 0.3. In each 
finite element of bone, the mechanical properties depend on the density value (cell parameters). In this 
work the initial distribution density is homogenous with a value of 0.7. For compact bone a Young 
modulus of 20 GPa and Poisson coefficient of 0.3 is considered. It was assumed that bone tissue, which 
forms wall cells of trabecular bone, has the mechanical properties of compact bone. The finite element 
mesh uses 8 nodes hexahedron elements and the maximum number of iterations is set to 100.
With respect to the “biological parameter” presented in the remodeling model, it was used a value � = 
0.1×105 .
Concerning the coating, it was assumed that both stems have the same coating mechanical properties. 
This simplification is a convenient approach to compare the different shape and size of the stems. For 
the friction coefficient it was used a density is homogenous with a value of 0.7. For compact bone a 
Young modulus of 20 GPa and Poisson coefficient of 0.3 is considered. It was assumed that bone tissue, 
which forms wall cells of trabecular bone, has the mechanical properties of compact bone.
The finite element mesh uses 8 nodes hexahedron elements and the maximum number of iterations is 
set to 100.
With respect to the “biological parameter” presented in the remodeling model, it was used a value � = 
0.1×105 .
Concerning the coating, it was assumed that both stems have the same coating mechanical properties. 
This simplification is a convenient approach to compare the different shape and size of the stems. For 
the friction coefficient it was used a value of 0.6, corresponding to a stem coated by micro spheres [17]. 
In relation with the osseointegration strength limits, for the shear stress limit was used a value of 35 
MPa. This value is the average value presented for a titanium coated stem with Porocoat (Depuy 
Orthopaedics, Johnson & Johnson), 12 weeks after the stem insertion [11]. For the tensile stress limit it 
was used the value of 0.8 MPa [5]. 
Finally, for the displacement threshold value required in the osseointegration model, it was used a value 
of 50 mm [9, 10].

4. RESULTS

4.1 Osseointegration Results
In order to analyze the influence of the interface stress condition in the osseointegration, we compare 
results based only in the interface displacement condition and results that include the interface 
displacement condition and the interface stress condition. The model derived in Fernandes et al. [6] 
does not considerer a disruption condition, it is based only in the interface displacement between bone 
and stem. The extended model derived in the present work includes the interface displacement 
condition as well as the interface stress condition, and consequently it has a disruption condition. In 
figures 8 to 11 are presented osseointegration results in the end of the iterative process.
Figures 8 and 9 shows the osseointegration patterns for the conservative stem and figures 10 and 11 
shows the osseointegration patterns for the tapered stem. The results presented in figures 8 and 10 just 
take into account the displacement condition–model without a disruption condition. The results 
presented in figures 9 and 11 take into account the interface displacement condition and the interface 
stress condition–model with a disruption condition. 
The uncoated surface is presented in white, coated surface in light gray and the osseointegrate surface 
presented in dark gray. In table 2 it is presented the percentages of the osseointegrate surface, when 
compares with the all coated surface. Percentages are computed in terms of the number of nodes. The 
data is presented for the overall coated surface, as well as for each partial region of the stem (rotating 
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anticlockwise; medial, anterior, lateral and posterior region). For each partial region it is indicated in 
parentheses the contribution for the overall surface.

Figure 8: Osseointegration pattern for the conservative stem – model without a disruption condition.

Figure 9: Osseointegration pattern for the conservative stem–model with a disruption condition.
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Figure 10:Osseointegration pattern for the tapered stem – model without a disruption condition.

Figure 11: Osseointegration pattern for the tapered stem–model with a disruption condition.

Table 2Percentage of Nodes Osseointegrated

Results show the influence of the disruption condition; computational osseointegration patterns are less 
extent for the model that takes into account a disruption condition. This influence is more pronounced 
for the conservative stem and fairly noticed for the tapered stem. Nevertheless, and independently of 
the model that is used, osseointegration is attained for both stems, even if for the conservative stem with 
the model with a disruption condition the extent of the osseointegration is minimal. Furthermore, in this 
case, the most part of osseointegration is achieved in places where Mayo stem has uncoated stripes. 
Thus, there is some concern with this result for the conservative stem and it requires further 
investigation.
Comparing the osseointegration attained in each region of the two stems there are similarities but also 
some differences. For both stems one major part of the osseointegration occurs in the medial zone of the 
stem (see figure 1). The tapered stem obtain more osseointegration on the anterior part of the stem than 
on the posterior part, in agreement with clinical results. The conservative stem obtain more 
osseointegration on the posterior part than on the anterior, at least for the model without a disruption 
condition. 

4.2 Bone Remodeling Results
Figure 12 shows the remodeling results, for both stems, obtained in the end of the iteration process. 
Results are presented in a gray scale where black represents compact bone, white represents void zones 
and gray represents the trabecular bone with intermediate density. For each stem are show a anterior and 
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a posterior cross cut.
For both stems, compact bone is obtained in the distal region while in the proximal region one can see 
the formation of trabecular bone enclosed by a cortical bone shell, reproducing the morphology of the 
femur. 
One can verify that the femur implanted with the conservative stem has less absorption than the one 
implanted with the tapered stem (the remodeling solution for conservative stem presents more bone 
mass than the solution for the tapered stem). This can be justified by the fact that the conservative stem 
has a minor length and a minor size of the coated surface, when compare with the tapered stem. 
Consequently, the tapered induces a more pronounced bone atrophy than the conservative stem. 
Furthermore, for the tapered stem, one can see the densification in the proximal anterior part of the 
femur in the adjacent zone of the osseointegrate interface (compare figure 11 and figure 12). This result 
is an evidence of the interconnection between osseointegration and bone remodeling phenomenons. 

Figure 12:Remodeling results for conservative stem (left) and tapered stem (right).

5. CONCLUSION
In this work a computational model to simulate the osseointegration and the bone remodeling processes 
in a cementless femoral stem was developed. The osseointegration process is modeled based on the 
relative displacement between bone and stem as well as on interface stress level. The model combines 
the osseointegration analysis with a bone remodeling model where the law of bone remodeling is 
derived from a material optimization problem (Fernandes et al. [6]). The bone behavior is fully 
simulated from the immediate post operative condition until a long term condition, where the 
osseointegration process emphasizes the behavior of the bone/stem interface, addressing the problem 
of stability of the prosthesis. The model was applied to analyze a conservative stem (Mayo, Zimmer 
Inc.) comparing its performance with a conventional one (Trilock, Depuy Orthopaedics, 
Johnson&Johnson). To test the influence of the disruption condition included in the derived 
osseointegration model, results are compared with a model without a disruption condition. 
Obtained results show that osseointegration was attained for both stems. Results also show the 
influence of considering the interface stress level in the osseointegration process. 
Actually, the disruption condition based on the interface stress reduces the amount of the 
osseointegrated region. This reduction is more moderated for the tapered stem than for the conservative 
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stem. Further investigation should be performed to confirm these results.
In the model, the disruption condition depends on the strength of the osseointegration. This strength is 
represented by one value for the normal stress and other for the shear stress. However, in vivo the 
osseointegration strength depends on the elapsed time after the beginning of the osseointegration 
process [11]. In order to perform a long term analysis, it was selected the osseointegration stress limits 
corresponding to the longest period of time after the insertion. On the other hand, most of the disruption 
happens immediately after the bone attachment, that is, in the iterations immediately after the 
connection is established. So, an improvement can be thought for the computational osseointegration 
model: the value considered for the osseointegration strength can increase with time. Furthermore, 
results are sensitive to geometric modeling of the implanted femur. Thus, an adequate control of the 
modeling, including a geometry and initial density distribution obtained from medical images can 
concur for the results reliability.
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A B S T R A C T

1. INTRODUCTION
Biomechanics is defined as the development, extension and application of mechanics for the purpose of 
the better understanding physiology and pathophysiology, as well as, the diagnosis and treatment of 
disease and injury. That is, the overall goal of biomechanics is, and must remain, the general 
improvement of the human condition [9]. 
Finite element (FE) method offer, the potential to predict quantities that are difficult or impossible to 
measure experimentally. In particular, FE method offers the ability to predict spatial and temporal 
variations in stress, strain, contact area and forces. The FE method also provides a standardized 
framework for parametric studies, such as evaluation of multiple clinical treatments. A computational 
analysis may predict possible stress distributions for different geometries and kinematics, provide a 
basis for evaluation of surgical procedures, and aid in medical education and virtual surgery. The need 
for such a tool has many uses in the areas of injury assessment and surgery planning [27]. 
However, the construction of accurate and useful models requires integration of the mechanics 
concepts, experimental results, and material models and the reliability of these models strongly 
depends on an appropriate geometrical reconstruction and on an accurate mathematical descriptions of 
the behavior of the biological tissues involved, and their interactions with the surrounding environment 
[16].

A proper understanding of joints biomechanics is essential to improve the prevention and treatment of 

their disorders and injuries. Despite the many investigations developed in this field, the exact 

mechanical behavior of the different human joints and the causes of many of their injuries are not 

completely known yet. Computational models provide therefore a powerful tool for the study of joint 

function, prosthesis design, and the effects of joint reconstruction. Reliability of these models strongly 

depends on a precise geometrical reconstruction and on an accurate mathematical description of the 

behavior of the biological tissues involved, and their interactions with the surrounding environment.

 The objective of the paper is to describe constitutive models for addressing the computational 

modelling of ligaments under non-physiological loads. Hyperelastic, viscoelastic, initial strains and 

damage models are presented to describe the mechanical behavior of ligaments in these situations. In 

order to show the performance of the framework presented herein, a complex 3D numerical application 

to ligament mechanics of the anterior cruciate ligament is presented. Results show that the model is able 

to capture the typical stress-strain behavior observed in ligaments at non-physiological situations and 

seem to confirm the soundness of the proposed framework.

Keyword: Computational biomechanics, ligaments, hyperelasticity, viscoelasticity, damage, finite 

element method Computational modeling of ligaments at non-physiological situations B. Calvo, E. 

Peña, M.A. Martínez and M. Doblaré 

International Journal for Computational Vision and Biomechanics (Volume- 10, Issue - 01, January - April 2024)                                    Page No. 55



The construction of an accurate constitutive model is difficult because ligaments are non-linear, 
anisotropic, inhomogeneous, viscoelastic, and undergo large deformations [27]. In addition, ligaments 
are usually exposed to a complex distribution of “in vivo” residual stresses as a consequence of the 
continuous growth, remodelling, damage and viscoelastic strains that they suffer along their whole life 
[15]. Ligaments, also, exhibit simultaneously elastic and viscous material behavior. This behavior can 
arise from the fluid flow inside the tissue, from the inherent viscoelasticity of the solid phase, or from 
viscous interactions between the tissue phases [10]. Furthermore, non-physiological loads drive soft 
tissue to damage that may induce a strong reduction of the stiffness. In order to obtain a realistic and 
complete material model under non-physiological situations, elastic behavior, initial strains, 
viscoelasticity and damage may be coupled to account inelastic features. With all the above in mind, the 
objective of the paper is to describe constitutive models for addressing the computational modelling of 
ligaments under non physiological situations using FE method, differentiating between elastic, 
viscoelastic, initial strains and damage of the ligaments and applications. The paper is organized as 
follows. 
Section 2 describes the basic structure of the ligaments. In Section 3 the constitutive models for 
ligaments, hyperelasticity, initial strains, viscoelasticty and damage are presented. The application to 
some examples is presented in section 4. Finally, section 5 includes some concluding remarks. 

2. STRUCTURE AND PROPERTIES OF LIGAMENTS
Tendons and ligaments are soft tissues composed of closely packed, parallel collagen fiber bundles 
oriented to provide motion and stability to the musculoskeletal system. Under macroscopic 
examination, ground substance is observed in the interfibrillar spaces. Although ligaments are 
considered as composite material consisting of a ground substance matrix reinforced by collagen and 
elastin, collagen is the primary component that resists the tensile stress in ligaments. 
The tensile modulus of the ligament depends on the collagen fibril density, fibril orientation and the 
amount of collagen cross-linking. When this tissue is tested in tension, the collagen fibrils are aligned 
and stretched along the axis of loading. For small deformations, when the tensile stress in the specimen 
is relatively small, a nonlinear toe-region is seen in the stress-strain curve, due to realignment of the 
collagen fibres, rather than stretching of these fibers. For larger deformations, and after realignment, 
the collagen fibrils are stretched and therefore generate a larger tensile stress due to the intrinsic 
stiffness of the collagen fibrils themselves. Due to this phenomenon, the tensile stiffness of ligaments is 
highly strain dependent (see Fig. 1). 

Figure 1: Schematic diagram of of a uniaxial tensile test where fibers orient in the direction of the load 
as it increases. 
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3. CONSTITUTIVE MODELS FOR LIGAMENTS

3.1 Continuum Description of the Elastic Behavior
Consider a continuum body with reference configuration 0 at the initial reference time t = 0. Then, an 
assumed motion  maps this configuration to the current configuration at each time t. Hence, a point X 0  
transforms to a point x , where X and x define the respective positions of a particle in the reference and 
current configurations relative to a fixed set of axes. The direction of a fiber at a point X 0  is defined by 
a unit vector field m0  (X), 0 � �� m 1. It is usually assumed that, under deformation, the fiber moves 
with the material points of the continuum body. Therefore, the stretch � of the fiber defined as the ratio 
between its lengths at the deformed and reference configurations can be expressed as

where m is the unit vector of the fiber in the deformed configuration,                                            are the 
standard deformation gradient and the corresponding right CauchyGreen strain measure.
A multiplicative decomposition of                 and                  into volume-changing (dilational) and 
volumepreserving (distortional) parts is usually established as in [5] and [23].
To characterize isothermal processes, we postulate the existence of a unique decoupled representation 
of the strainenergy density function [23]. Because of the directional dependence on the deformation, we 
require that the function  explicitly depends on both the right Cauchy-Green tensor C and the fibers 
direction m0  in the reference configuration. 
Since the sign of m0  is not significant, must be an even function of m0  and so it may be expressed by � 
� � � ( )
where M m m � �0 0 is the structural tensor [25]. Based on the kinematic description, the free energy 
can be written in decoupled form as 

where � ( ) vol J and � � ( ) C M are given scalar-valued functions of J, C and m0  respectively that 
describe the volumetric and isochoric responses of the material [8], I 1 and I 2 the first two modified 
strain invariants of the symmetric modified Cauchy-Green tensor C (Note that I3 = J and I 3 �1). 
Finally, the pseudo-invariants 4 5 � I I characterize the constitutive response of the fibers [25]: 

While the invariant I 4 has a clear physical sense, the square of the stretch � in the fiber direction, the 
influence of I 5 is difficult to evaluate due to the high correlation among the invariants. For this reason 
and the lack of sufficient experimental data it is usual not to include this invariant in the definition of 
[25].
We now define the constitutive equation for compressible hyperelastic materials in the standard form

where the second Piola-Kirchhoff stress S consists of a purely volumetric contribution Svol and a 
purely isochoric one S and p is the hydrostatic pressure. The associated decoupled elasticity tensor may 
be written as
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Using the push-forward operator we obtain the Cauchy stress tensor 1 ( ) � � � � � J S and the 
elasticity tensor in the spatial description 1 J C( ) � � � �� . For a more detailed derivation of the 
material and spatial elasticity tensors for completely incompressible or compressible fibred 
hyperelastic materials and their explicit expressions, see i.e.[8] or [25].

3.2 Enforcing Initial Strains of Ligaments
Initial strains are a consequence of the continuous growth,remodelling, damage and viscoelastic strains 
that suffer living materials along their whole life. Initial strains can be relieved by selective cutting of 
the living tissue and removal of its internal constraints. In ligaments of diarthrodial joints, initial 
stretches provide joint stability even in a relatively unloaded joint configuration [7]. Typical residual 
strains are approximately 3-5% in these ligaments.
In order to describe the current deformation state of a solid, including the effect of initial deformations, 
three different configurations are usually defined: a) the stressfree state ( sf), b) the reference state in 
which the material is unloaded ( 0 ) and c) the current deformed state ( ). 

Figure 2: Multiplicative decomposition of the total deformation gradient where sf denotes the stress 
free state, 0  the reference state and the current configuration [15]. 

It is assumed that the total deformation gradient tensor corresponding to the current state (Fr) admits a 
multiplicative decomposition [15] such as:

The initial stress in the reference state, �0 , is defined for hyperelastic materials in the standard form, 
by the strainenergy density function ��sf . Note that this function is always referred to the stress-free 
state sf while 0  are true stresses in the reference load-free configuration. Then 
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with �*  the push-forward associated to F0  and 0 0 0 � T C F F . In the same way, it is possible to 
define the total stresses corresponding to the current state �r  in the standard form by using the strain-
energy density function ��sf through Fr.

with Jr = J0J and � T C F F r r r .

Finally, the elasticity tensor in the material description

As noted, F0  is difficult to determine from experiments. In the case of ligaments and tendons, Gardiner 
et al. [6] proposed a relatively easy form to measure length variations along the fiber direction at 
different points, that is, F0 corresponds to an axial stretch �0  along the fiber direction a0  in the 
reference state �0 . Using the incompressibility condition, F0  can be written in a coordinate system (*) 
where the fiber direction a0  is aligned with the X1  axis as:

To introduce initial strains into the finite element formulation, it is necessary to specify F0  pointwise 
within the finite element mesh. An equilibrium step is firstly applied with zero forces with the 
constitutive behaviour defined by ��sf in order to obtain a balanced, although not fully compatible 
configuration. A second load step will result in the deformation gradient F that balances the externally 
applied forces. 

3.3 Continuum Description of the Viscoelastic Behavior of Ligaments
In order to describe viscoelastic effects we consider the finite-strain anisotropic viscoelastic 
constitutive behaviour proposed by [14]. They apply the concept of internal variables [22] and 
postulate the existence of an uncoupled free energy function � � ( ) C Q of the form
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where ik may be interpreted as non-equilibrium stresses, in the sense of non-equilibrium 
thermodynamics, and remain unaltered under superposed spatial rigid body motions. im are the 
isotropic contribution due to the matrix material associated to I 1  and I 2  invariants and Qif is the 
anisotropic contribution due to the fibres associated to I 4 , I 5  invariants [14].

Standard arguments based on the Clausius-Duhem inequality 1 2 � �� � � � 0 � � Dint S C , lead 
to the representation 

where DEV is the deviator operator in the material description [24].
Based on previous studies [19, 21, 26], the ligament is assumed to have a Kelvin-Voigt-type 
viscoelastic constitutive behaviour. The nonequilibrium second Piola Kirchhof stresses in (12), Qik, 
are assumed to be governed by a set of linear rate equations

where � � [0 1] ik � are free energy factors associated with relaxation times � 0 ik � . The evolution 
equations (13) are linear and, therefore, explicitly lead to the following convolution representation

Algoritmically, the constitutive model is appealing since equation (13) can be evaluated via a simple 
recursion relation which was originally developed for finite strains by [22]. In particular, if the material 
state is known at a time t n  and the deformation is known at a time t t t n n �1 � � � with � �t 0 , we 
may write 
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where ( ) �1ik Hn are internal algorithmic history variables defined by

where the subscripts n and n + 1 denote quantities evaluated at times t n  and t n+1 [22,14]. 
The iterative Newton procedure to solve a nonlinear finite element problem requires the determination 
of the consistent tangent material operator. This can be derived analytically for the given material 
equation (5). The symmetric algorithmic material tensor which is expressed as [22]

with

3.4 On Modeling of Damage Process of Ligaments
In order to reproduce the damage process in ligaments, we consider the directional damage model 
proposed by Calvo et al. [3]. The damage phenomenon is assumed to affect only the isochoric elastic 
part of the deformation, as proposed by Simo [22]. The free energy density can be written in a 
decoupled form, such as

where M is the structural tensor,� ( ) vol J is a strictly convex function (with the minimum at J = 1) 
which describes the volumetric elastic response, �0 m denotes the isochoric effective strain energy 
density of the undamaged material, which describes the elastic response of the matrix, and�0 f denotes 
the isochoric effective strain energy of the undamage material, which describes the isochoric elastic 
response of the fibers. The factors (1–Dm) and (1–Df ) are known as the reduction factors [22], where 
the internal variables � � [0 1] Dm and � � [0 1] Df are normalized scalars referred to as the damage 
variables for the matrix and fibers respectively. 
As a particularization of the Clausius-Planck inequality we obtain
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The evolution of the damage parameters Dm and Df  is characterized by an irreversible equation of 
evolution as follows. We define � �� m f s s by the expression [22]

where C( )s is the modified right Cauchy-Green tensor at time s. Now, let � �� m f t t be the maximum 
values of � �� m f s s over the past history up to current time t that is [22]

We define a damage criterion for the ground substance or matrix in the strain space by the condition 
that, at any time t of the loading process, the following expression is fulfilled [22]

The symmetric algorithmic material tensor which is expressed as

4. NUMERICAL EXAMPLES
In order to show the performance of the framework presented herein, some examples are included. The 
most used isotropically transverse model for ligaments is the early proposed by [29]. However with this 
model, we can not express the strain energy function in an analytical form. So, the particular form of the 
deviatoric functions �0 m and �0 f used herein are the proposed by [11]

Finally, the volumetric part of the strain energy function is always stated as 1 2 � � ln vol D J [8].

4.1 Anterior Cruciate Ligament under Different Strain Rates
Viscoelasticity of ligaments has been clearly demonstrated in creep and stress relaxations tests [17, 18, 
19, 28]. There are, however, some variabilities in the findings of different studies performed to evaluate 
the change in ligament material properties with increasing loading rate [4, 17]. The strainrate during 
injury is very important regarding the magnitude of the lesion. Therefore, the stress-strain behavior of 
the ligament is an essential factor. 
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To illustrate the performance of the visco-hyperelastic behaviour of ligaments and the importance of 
the strain-rates  during their movement, a model of the human anterior cruciate ligament (ACL) was 
constructed to simulate its behavior under an anterior tibial displacement, see Fig. 4.a. The surface 
geometries of femur and tibia were reconstructed from a set of Computer Tomography (CT) images, 
while for the ACL, MRI (Magnetic Resonance Images) were used [13].
Two different strain rates were applied: low (0.012 %S–1) and high (50%S–1) that correspond to 
physiological and nonphysiological strain-rates. The elastic and viscoelastic parameters for the human 
ACL were fitted from published experimental data [17] and are shown in Table 1 and Figure 3. 
Ligaments were attached to bone. The motion of each bone was controlled by the six degrees of 
freedom of its reference node. In the analyses, tibia remained fixed. The position at full extension 
served as the initial reference configuration. An anterior load of 134 N was applied to the femur. In this 
example we did not consider initial strains [15]. 

Figure 3: Experimental results obtained by [17] and theoretical stress-strain curves at different rates of 
elongation for the human ACL 

Table 1 ACL elastic, viscoelastic and damage material parameters (Mpa)

Maximal principal stress distributions in ACL at 0.012%S–1 and 50%S–1 of strain rates are presented 
in Figure 4. The maximal principal stress is located in the central part of the ligament. The maximal 
principal stress of 7.27 Mpa obtained in the central region for the higher load rate is due to the stiffening 
effect induced by high load rates. Under physiological strain-rates the maximal principal stress of 4.36 
MPa is far from the ultimate stress.
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4.2 Damage of Human Anterior Cruciate Ligament 
The anterior cruciate (ACL) ligament is the most frequent totally disrupted of all the knee ligaments. 
Sports (sky, basketball, soccer) and traffic accidents are the most important causes of ligament injury. 
Studies of ligament cutting and measurements of tissue load have shown that ACL provides a primary 
restraint to anterior-posterior and flexion movement and a secondary restraint to external internal 
rotation. The purpose of this simulation is to demonstrate the applicability of the model to simulate the 
structural behavior of soft biological tissues. We reproduce in a human ACL, the experiment developed 
by [12] in a monkey ACL. That study was performed to determine the viscoelastic behavior of 
ligaments at different loading rates, such as those associated with sports-related trauma. 
The previous human model of the ACL was used to test slow and fast conditions at displacement rates of 
0.08467 mm/s and 8.467 mm/s. The elastic, viscoelastic and damage parameters for the human ACL 
were fitted from published experimental data [1,17] and are shown in Table 1. The fitted curve is shown 
in Figure 5. 

Figure 4: Finite element model of the human ACL and maximal principal stress at low and high strain 
rates (Mpa).

Figure 5: Stress-strain response of the human ACL at different displacement rates.
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Damage distributions in matrix and fibres at 0.08467 mm/s and 8.467 mm/s of displacement rates are 
presented in Figures 6 and 7. Due to limitations of the model, we consider failure of the ACL when 
damage reached a value of 0.55 in both matrix or fibres. We can observe the effect of the strain rate into 
the damage behavior. At 8.467 mm/s of displacement rate, damage in fibres was much lower (0.34) than 
at 0.08467 mm/s (0.56). On the contrary, damage in matrix at 8.467 mm/s (0.26) was much higher than 
at 0.08467 mm/s (0.20). [12] observed that during the failure process, the ligament grossly appears 
intact while the load is approximately 80 %. The peak values appeared in the ligament substance as has 
been also reported in previous experimental studies [12]. 
This is in agreement with the computational results obtained herein due to the damage processes in the 
matrix substance is lower than in the fibers. 
In Table 2 the results are separated according to the strain rate. The overall difference in strength 
properties at two deformation rates is shown, the load needed until failure at high strain rate is higher 
than at low strain rate as has been also reported in previous experimental studies [12].

Table 2 Strain Rate Results by Strain Rate

Figure 6: Damage in a human ACL at 0.08467 mm/
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Figure 7: Damage in a human ACL at 8.467 mm/s

5. DISCUSSION
In this work, we have presented constitutive models that have been used to represent ligaments under 
non physiological situations. The ultimate goal of these modelling efforts is to improve the clinical 
diagnosis and treatment of different injuries and disorders of diarthrodial joints. This paper presents 
visco-hyperelastic and damage models to study the strain softening time-dependent behavior of 
ligaments. The research question addressed in the paper is to assess whether, in the framework of 
phenomenological models, a timedependent constitutive damage model with viscoelastic properties 
different for matrix and reinforcing fibres can predict different experimental evidences in this type of 
materials [2,20]. From numerical point of view, a general procedure for the simulation of finite strain 
problems involving dissipative fibred materials has been described in detail. Emphasis has been placed 
on the numerical treatment of the proposed formulation in the context of the finiteelement method and 
particular attention has been paid to the derivation of the corresponding tangent tensor, essential for the 
solution of the implicit finite element equations. 
In order to show the performance of the framework presented herein, a complex 3D numerical 
application to ACL ligament mechanics is presented. Results show that the model is able to capture the 
typical stress-strain behavior observed in ligaments at non-physiological situations and predict the 
damage ligament regions that has been reported in previous experimental studies [12]. 
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