
 INTERNATIONAL JOURNAL OF ARTIFICIAL 

INTELLIGENCE

VOLUME NO. 13

ISSUE NO. 1

JANUARY - APRIL 2024

 ISSN - 2089-4872

ENRICHED	PUBLICATIONS	PVT.	LTD

S-9,	IInd	FLOOR,	MLU	POCKET,

MANISH	ABHINAV	PLAZA-II,	ABOVE	FEDERAL	BANK,

PLOT	NO-5,	SECTOR-5,	DWARKA,	NEW	DELHI,	INDIA-110075,

PHONE:	-	+	(91)-(11)-47026006



 International Journal of Artificial Intelligence

Focus & Scope

The IAES International Journal of Artificial Intelligence (IJ-AI), ISSN/e-ISSN 2089-4872/2252-8938 

covers all topics of artificial intelligence and soft computing and their applications, including but not 

limited to:

• Neural networks

• Reasoning and evolution

• Intelligent search

• Intelligent planning

• Intelligence applications

• Computer vision and speech understanding

• Multimedia and cognitive informatics

• Data mining and machine learning tools, heuristic and AI planning strategies and tools, computational 

theories of learning

• Technology and computing (like particle swarm optimization); intelligent system architectures

• Knowledge representation

• Bioinformatics

• Natural language processing

• Automated reasoning

• Logic programming

• Machine learning

• Visual/linguistic perception

• Evolutionary and swarm algorithms

• Derivative-free optimisation algorithms

• Fuzzy sets and logic

• Rough sets

• Simulated biological evolution algorithms (like genetic algorithm, ant colony optimization, etc)

• Multi-agent systems

• Data and web mining

• Emotional intelligence

• Hybridisation of intelligent models/algorithms

• Parallel and distributed realisation ofintelligent algorithms/systems

• Application in pattern recognition, image understanding, control, robotics and bioinformatics

 ISSN - 2089-4872



 International Journal of Artificial Intelligence

Focus & Scope

• Application in system design, system identification, prediction, scheduling and game playing

• Application in VLSI algorithms and mobile communication/computing systems

 

 ISSN - 2089-4872



Editor In Chief

Prof. Dr. Eugene Yu-Dong Zhang
University of Leicester, United Kingdom

Managing Editor

Prof. Dr. Tole Sutikno, 
Universitas Ahmad Dahlan, Indonesia

Editorial Board Members

Prof. Addisson Salazar
Universidad Politécnica de Valencia, Spain

Prof. Charalambos Skianis
University of the Aegean, Greece

Prof. Klaus David
University of Kassel, Germany

Prof. Panagiotis G. Sarigiannidis
University of Western Macedonia, Greece

Prof. Richard Lin
National Sun Yat-sen University, Taiwan, Province of 
China

Prof. Tin-Yu Wu
National Ilan University, Taiwan, Province of China

Dr. Abdulhamit Subasi
Effat University, Saudi Arabia

Dr. Alessio Botta
University of Napoli Federico II, Italy

Dr. Arcangelo Castiglione
Università degli Studi di Salerno, Italy

Dr. Daniel Lai
Victoria University, Australia

Dr. David Isern
Universitat Rovira i Virgili, Spain

Dr. Domenico Ciuonzo
University of Naples Federico II, Italy

Dr. Emilio Jiménez Macías
University of La Rioja, Spain

Dr. Enrico Tronci, 
Sapienza University of Rome, Italy

Dr. Felix Albu, 
Valahia University of Targoviste, Romania

Dr. Gerhard Wunder, 
Freie Universität Berlin, Germany

Dr. Grienggrai Rajchakit, 
Maejo University, Thailand

Dr. Haikal El Abed, 
Technical Trainers College (TTC), Saudi Arabia

 ISSN - 2089-4872



International Journal of Artificial Intelligence

(Volume No. 13, Issue No. 1, January - April 2024)

Contents

Sr. No. Article / Authors Name Pg. No.

1 Predicting the classification of high vowel sound by using artificial neural 

network: a study in forensic linguistics

 -  Susanto Susanto, Deri Sis Nanda

1 - 8

2 Internet of things in public healthcare organizations: the mediating role of 

attitude

- Bashar Dheyaa Noor, Zainab Dalaf Katheeth, Ammar Dheyaa Noor

9 - 20

3 A study on the impact of artificial intelligence on talent sourcing

- Varun Chand Hemachandran, Kurakula Arun Kumar, Syarul Azlina 

Sikandar, Seema Sabharwal, Sivaprakasam Arun Kumar

21 - 31

4 Jellyfish search algorithm for economic load dispatch under the 

considerations of prohibited operation zones, load demand variations, and 

renewable energy sources

 -  Hien Chiem Trong, Thuan Thanh Nguyen, Thang Trung Nguyen

32 - 41

5 Sentence embedding to improve rumour detection performance model

- Rini Anggrainingsih, Endar Suprih Wihidayat, Bambang Widoyono

42 - 50

 ISSN - 2089-4872





 International Journal of Artificial Intelligence (Volume - 13, Issue - 01, January - April 2024)                                                                Page No. 1

Predicting the classification of high vowel sound by using 
artificial neural network: a study in forensic linguistics

Susanto Susanto1,2, Deri Sis Nanda2
1Center for Studies in Linguistics, Universitas Bandar Lampung, Bandar Lampung, Indonesia

2Department of English Education, Faculty of Teacher Training and Education, Universitas Bandar 
Lampung, Bandar Lampung, Indonesia

One of the tasks in forensic linguistics, especially forensic phonetics, is evaluating the speech sounds in 

the recordings. The speech evaluation aims at identifying and verifying speakers to predict if the sound 

were spoken by the suspect or not. The common problem in the task is determining which acoustic features 

of the speech sounds are reliable for the speaker identification and verification. The purpose of this 

research is studying formant frequencies to predict high vowel sounds /I/, and /u/ by using artificial neural 

network (ANN). Using three various normalization methods (i.e., softmax, z-score and sigmoid), we 

utilized multilayer perceptron on backpropagation ANN with the architectural models of 4-5-2, 4-10-2 

and 4-20-2. The results show that the z-score normalization method provides higher accuracy than the 

other two in all formations and the 4-10-2 formation has shown the highest accuracy (92.26%).

Keywords: Artificial neural network Forensic linguistics Formant frequency Normalization method 

Vowel sound

1. INTRODUCTION
Forensic linguistics is a scientific study of language applied in legal discourse. The results of forensic 
linguistic studies can be utilized to provide linguistic evidence that can be used as evidence in court or as 
an additional source of information for criminal investigations. One of the tasks in forensic linguistics, 
especially forensic phonetics or forensic speech science, is evaluating the speech sounds in the 
recordings as legal evidence [1]–[3]. In forensic phonetics, there is the application of phonetic 
knowledge for legal purposes, especially for the identification or verification of speakers involved in 
crimes or legal cases. It involves the collection and analysis of sound data, including voice recordings, 
analysis of sound waves, spectrograms, and phonetic parameters such as intonation, pitch, and tempo. It 
also requires speech analysis techniques for acoustic modeling and spekares’ sound profiling.
The speech evaluation in forensic phonetics aims at identifying and verifying speakers to predict if the 
sounds in the legal evidence were spoken by the suspect or not. The common problem in the task is 
determining which acoustic features of the speech sounds are reliable for the speaker identification and 
verification [4], [5]. Natural variations in pronunciation can affect the acoustic features of a speaker’s 
voice, thereby making identification and verification difficult. In addition, the type of sound, both vowel 
and consonant, can affect the resulting acoustic features. So, it is important to combine acoustic analysis 
with linguistic analysis and other forensic contexts to ensure the reliability of identification or 
verification results.
The purpose of this research is studying formant frequencies as the acoustic features in classifying high 
vowel sounds /i/ and /u/ by using artificial neural network (ANN). Each vowel sound has different 
acoustic characteristics, so they can be distinguished from one another. However, vowel classification 
requires complex pattern recognition and machine learning to ensure the accuracy and precision of the 
classification results. By using formant frequencies as the acoustic characteristics, a classification 



 results. By using formant frequencies as the acoustic characteristics, a classification system can be 
created to identify and differentiate vowel sounds. Formant frequency refers to as the acoustic resonance 
of the human vocal tract which is the spectral peak of the spectrum [6], [7]. For an example, the formant 
frequency of vowel sound /i/ is the concentration of acoustic energy around a certain frequency in its 
speech sound waves as shown in Figure 1. It has several formants, each at a different frequency and each 
formant corresponds to a resonance in the vocal tract [6], [8]–[10].

Figure 1. F1-F4 of the vowel sound /i/ (male speaker 12)

We use ANN to predict the classification of high vowel sounds /i/ and /u/. ANN is one method that can be 
used to predict the class of a data. One of the advantages of ANN is its ability to adapt and be able to learn 
from the input data so that it can map the relationship between input and output [11], [12]. In addition, 
ANN is able to predict the output based on the previously trained inputs. ANN has many network 
structures, including multilayer perceptron [13]–[15]. In this research, we utilized multilayer perceptron 
on backpropagation ANN with various normalization methods [16]–[19]. We analyzed the data 
classification using softmax [20]–[22], z-score [23]–[25] and sigmoid [26]–[28] as the normalization 
methods to obtain optimal classification results in predicting vowel sounds. The prediction is conducted 
with the formant frequencies F1, F2, F3 and F4 as the input data and the high vowel sounds /i/ and /u/ as 
the output data as shown in Figure 2. 

Figure 2. Multilayer perceptron ANN structure (4-5-2)
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The normalization method in ANN can simplify the network optimization process and maximize the 
possibility of obtaining good results. Normalization can help avoid overfitting the ANN model. 
Overfitting occurs when the model is too complex and too specific for the training data, resulting in 
decreased model performance when tested on data that has never been seen before. Normalization can 
help reduce overfitting by normalizing input and output values, resulting in a more generalized, more 
generalized model. In addition, normalization can help avoid the problem of gradients that exceed the 
limit, either vanishing gradients or exploding gradients. Gradient exceeding the limit can cause 
problems in model training and cause slower convergence or even stop the training process. By using 
normalization, input and output values are converted into a normal distribution so that it is more stable 
and controllable, so that gradient problems can be avoided. Then, normalization can speed up the ANN 
model training process because it helps normalize input and output values. This makes it possible to use 
a higher learning rate, so that the training process can be carried out more quickly. And also, 
normalization can improve the accuracy of ANN models by reducing errors generated by abnormal input 
and output values. With normalization, input and output values will be converted into a normal 
distribution that is more controllable, so that the ANN model will be more accurate in predicting the 
desired output value.
In the research, we utilize only three normalization methods. One of the methods is sigmoid 
normalization method which converts the input value into a range between 0 and 1 with a sigmoid 
function. Another method is softmax which converts the value into a range between 0 and 1 using the 
sigmoid function with utilizing the mean and standard deviation. The last is z-score method which uses 
the average and standard deviation to normalize each input. In this method, each input is reduced with 
the mean value and its result is divided by the standard deviation value. The formulas of sigmoid, 
softmax and z-score are presented in (1), (2), and (3) respectively, where s is the input value, s’ is the 
normalized input value, µ is the mean value and σis the standard deviation value [11].

2. METHOD
We used a dataset of vowel sounds recorded at the Center for Studies in Linguistics, Universitas Bandar 
Lampung. The dataset contains the formant frequencies F1, F2, F3 and F4 for the high vowel sounds/i/ 
and /u/. The number of data is 120,685 with F1 – F4 distribution of the vowel sounds for male speakers 
(N=46) and female speakers (N=44) shown in Table 1. Data preprocessing is done by normalizing the 
data into 0 and 1 using softmax, z-score and sigmoid.

ISSN (Print):2321–404X, (Online):2321–4384
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Table 1. F1-F4 og high vowels /i/ and /u/ in the dataset

The concept of the backpropagation algorithm is to adjust the network weight by propagation of the error 
from output to input. During training, the network minimizes errors by estimating weights and stops at 
minimum squared error (MSE) 0.05 or a maximum iteration of 1,000 epochs. The activation function is 
used with a learning rate of 0.01. The minimization procedure was carried out with gradient descent 
backpropagation with adaptive gain and sigmoid activation function. The ANN architecture is one input 
layer, one hidden layer, and one output layer. In the input layer, the neuron is the formant frequency of 
vowel sound with four variables, namely F1, F2, F3 and F4. In the output layer, there are two neurons, 
namely the results of classifying the high vowel sounds /i/ and /u/. For the hidden layer, there are 5, 10 
and 20 neurons for the architectural models of 4-5-2, 4-10-2 and 4-20-2 respectively. The stages of the 
research are shown in Figure 3.

Figure 3. Research stages

3. RESULTS AND DISCUSSION
This experiment was carried out in two processes, namely the training process and the testing 
process.Derived from 120,685 data records, the training process uses 80% of the data, by randomizing 
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the data from male and female voice. While the remaining 20% is for the testing process. In each 
variation of the experiment, one hundred repetitions were carried out. Each repetition in the training 
process is given an initial random weight value and the number of iterations is obtained to achieve 
convergence. The experiment stops at the minimum squared error (MSE) 0.05 or at the maximum 
iteration 1,000 epochs and is assumed to have reached convergence and produces a weight that will be 
used for testing. Each training weight that has converged is used for testing. The classification data from 
the testing results are compared with the actual classification data so that the amount of data that is 
predicted to be correct and those that are predicted to be incorrect is obtained. The evaluation of the 
experiment was carried out by taking the average epoch and accuracy of one hundred tests. The test 
results in this study can be seen in Table 2 for the accuracy level in each formation and normalization 
method and Figure 4 for each linear epoch distribution.

Table 2. The results of epoch average and accuracy

For the comparison of the average epochs of various normalization methods shown in Table 2, it can be 
seen that, in all formations, softmax has the lowest average epoch, i.e., 84 epochs in 4-5-2 formation, 196 
epochs in 4-10-2 formation, and 179 epochs in 4-20-2 formation. That means the softmax method has the 
shortest time to achieve convergence. While the comparison of the average accuracy, z-score has the 
highest accuracy in all formations, i.e., 91.14% in 4-5-2 formation, 92.26% in 4-10-2 formation, and 
91.87% in 4-20-2 formation. Based on the test results seen in Table 2, it can be considered the z-score 
normalization method is the best method in normalizing the input data of formant frequencies F1-F4 to 
predict the high vowles sounds /i/ and /u/. And it can also be considered that the 4-10-2 formation is the 
best architectural model used in this research.

Figure 4. Linear epoch distribution

 International Journal of Artificial Intelligence (Volume - 13, Issue - 01, January - April 2024)                                                                Page No. 5



4. CONCLUSION
In predicting the classification of high vowel sounds /i/ and /u/ by using the four input variables of 
formant frequencies F1-F4 in this study, the results showed that the prediction can obtain an accuracy of 
92.26% by using the backpropagation artificial neural network. We utilized the normalization methods 
of softmax, z-score and sigmoid and the architectural models of 4-5-2, 4-10-2 and 4-20-2. The highest 
level of accuracy can be obtained with the architectural model of 4-10-2 and the normalization method 
of z-score. It is also concluded from the research that the softmax normalization method has the shortest 
time to achieve convergence although it did not achieve the best accuracy comparing with the z-score 
and sigmoid normalization methods. For further research, normalization methods and other 
architectural models can be used to compare with the results obtained in this study. In addition, it can be 
done with different input variables or different classifications of vowel sounds. It is hoped that this will 
be a contribution in forensic linguistics, especially forensic phonetics in identifying or verifying sound 
data as legal evidence.

ACKNOWLEDGEMENTS
The authors would like to thank the Indonesian Ministry of Education, Culture, Research, and 
Technology for supporting the research [grant number: 1424/SP2H/LT/LL2/2021, and grant number: 
1360/LL2/PG/2022]. We thank our research assistants at the Center for Studies in Linguistics, 
Universitas Bandar Lampung for helping us in analyzing the data by using the artificial neural networks.

REFERENCES
[1] M. Jessen, “Forensic phonetics,” Linguistics and Language Compass, vol. 2, no. 4. Wiley, pp. 
671–711, May 2008, doi: 10.1111/j.1749-818X.2008.00066.x.
[2] F. Nolan, “Forensic phonetics,” Journal of Linguistics, vol. 27, no. 2, pp. 483–493, Sep. 1991, doi: 
10.1017/S0022226700012755.
[3] H. Hollien, Forensic phonetics. London: Pinter, 2013.
[4] S. Susanto, W. Zhenhua, W. Yingli, and D. S. Nanda, “Forensic linguistic inquiry into the validity of 
F0 as discriminatory potential in the system of forensic speaker verification,” Journal of Forensic 
Sciences & Criminal Investigation, vol. 5, no. 3, Sep. 2017, doi: 10.19080/jfsci.2017.05.555664.
[5] H. Hollien and J. H. Bradford, The acoustics of crime: the new science of forensic phonetics, vol. 90, 
no. 3. Springer Verlag, 1991.
[6] W. J. Hardcastle, J. Laver, and F. E. Gibbon, The handbook of phonetic sciences. Chichester, 2007.
[7] P. Rao and A. Das Barman, “Speech formant frequency estimation: evaluating a nonstationary 
analysis method,” Signal Processing, vol. 80, no. 8, pp. 1655–1667, Aug. 2000, doi: 10.1016/S0165-
1684(00)00099-2.
[8] G. Fant, Speech acoustics and phonetics, vol. 24. Dordrecht: Springer Netherlands, 2005.
[9] A. C. Cohn, J. Clark, and C. Yallop, An introduction to phonetics and phonology, vol. 68, no. 1. 
Oxford: Wiley-Blackwell, 1992.
[10] W. H. Chapman, E. Olsen, I. Lowe, and G. Andersson, Introduction to practical phonetics. High 
Wycombe: Summer Institute of Linguistics, 1989.
[11] J. Fulcher, Artificial neural networks, vol. 16, no. 3. Springer Verlag, 1994.
[12] D. Graupe, Principles of artificial neural networks (3rd Edtion). New Jersey: World Scientific, 
Cop, 2013.
[13] O. Rudenko, O. Bezsonov, and O. Romanyk, “Neural network time series prediction based on 
multilayer perceptron,” Development Management, vol. 17, no. 1, pp. 23–34, May 2019, doi: 
10.21511/dm.5(1).2019.03.

 International Journal of Artificial Intelligence (Volume - 13, Issue - 01, January - April 2024)                                                                Page No. 6



[14] H. Ramchoun, M. Amine, J. Idrissi, Y. Ghanou, and M. Ettaouil, “Multilayer perceptron: 
architecture optimization and training,” International Journal of Interactive Multimedia and Artificial 
Intelligence, vol. 4, no. 1, p. 26, 2016, doi: 10.9781/ijimai.2016.415.
[15] J. Rynkiewicz, “Efficient estimation of multidimensional regression model using multilayer 
perceptrons,” Neurocomputing, vol. 69, no. 7-9 SPEC. ISS., pp. 671–678, Mar. 2006, doi: 
10.1016/j.neucom.2005.12.008.
[16] R. Acharya, J. Pal, D. Das, and S. Chaudhuri, “Long-range forecast of Indian summer monsoon 
rainfall using an artificial neural network model,” Meteorological Applications, vol. 26, no. 3, pp. 
347–361, Mar. 2019, doi: 10.1002/met.1766.
[17] W. Yu, A. S. Poznyak, and X. Li, “Multilayer dynamic neural networks for non-linear system on-line 
identification,” International Journal of Control, vol. 74, no. 18, pp. 1858–1864, Jan. 2001, doi: 
10.1080/00207170110089816.
[18] R. El Hamdi, M. Njah, and M. Chtourou, “Multilayer perceptron training using an evolutionary 
algorithm,” International Journal of Modelling, Identification and Control, vol. 5, no. 4, pp. 305–312, 
2008, doi: 10.1504/IJMIC.2008.023515.
[19] F. Girosi and T. Poggio, “Networks and the best approximation property,” Biological Cybernetics, 
vol. 63, no. 3, pp. 169–176, Jul. 1990, doi: 10.1007/BF00195855.
[20] K. Banerjee, C. Vishak Prasad, R. R. Gupta, K. Vyas, H. Anushree, and B. Mishra, “Exploring 
alternatives to softmax function,” Proceedings of the 2nd International Conference on Deep Learning 
Theory and Applications, DeLTA 2021, pp. 81–86, Nov. 2021, doi: 10.5220/0010502000810086.
[21] J. Zhou, X. Jia, L. Shen, Z. Wen, and Z. Ming, “Improved softmax loss for deep learning-based face 
and expression recognition,” Cognitive Computation and Systems, vol. 1, no. 4, pp. 97–102, Nov. 2019, 
doi: 10.1049/ccs.2019.0010.
[22] P. Blanchard, D. J. Higham, and N. J. Higham, “Accurately computing the log-sum-exp and 
softmax functions,” IMA Journal of Numerical Analysis, vol. 41, no. 4, pp. 2311–2330, Aug. 2021, doi: 
10.1093/imanum/draa038.
[23] C. Cheadle, M. P. Vawter, W. J. Freed, and K. G. Becker, “Analysis of microarray data using Z score 
transformation,” Journal of Molecular Diagnostics, vol. 5, no. 2, pp. 73–81, May 2003, doi: 
10.1016/S1525-1578(10)60455-2.
[24] U. Dauda and B. M. Ismail, “A study of normalization approach on K-means clustering 
algorithm,” International Journal of Applied Mathematics and Statistics, vol. 45, no. 15, pp. 439–446, 
Nov. 2013.
[25] C. Cheadle, Y. S. Cho-Chung, K. G. Becker, and M. P. Vawter, “Application of z-score 
transformation to Affymetrix data.,” Applied bioinformatics, vol. 2, no. 4, pp. 209–217, 2003.
[26] Y. V. Koteswararao and C. B. Rama Rao, “Single channel source separation using time-frequency 
non-negative matrix factorization and sigmoid base normalization deep neural networks,” 
Multidimensional Systems and Signal Processing, vol. 33, no. 3, pp. 1023–1043, May 2022, doi: 
10.1007/s11045-022-00830-2.
[27] P. Chandra, “Sigmoidal function classes for feedforward artificial neural networks,” Neural 
Processing Letters, vol. 18, no. 3, pp. 185–195, Dec. 2003, doi: 10.1023/b:nepl.0000011137.04221.96.
[28] S. Narayan, “The generalized sigmoid activation function: competitive supervised learning,” 
Information Sciences, vol. 99, no. 1–2, pp. 69–82, Jun. 1997, doi: 10.1016/S0020-0255(96)00200-9.

 International Journal of Artificial Intelligence (Volume - 13, Issue - 01, January - April 2024)                                                                Page No. 7



BIOGRAPHIES OF AUTHORS

 International Journal of Artificial Intelligence (Volume - 13, Issue - 01, January - April 2024)                                                                Page No. 8



Internet of things in public healthcare organizations: the 
mediating role of attitude

Bashar Dheyaa Noor1, Zainab Dalaf Katheeth2, Ammar Dheyaa Noor
1ITRDC, Department of Computer Science, Faculty of Science and Mathmatic, University of Kufa, 

Kufa, Iraq
2Department of Computer Science, Computer Science and Mathematics College, University of Kufa, 

Kufa, Iraq 
3Department of Computer Science, College of Education, University of Kufa, Kufa, Iraq

1. INTRODUCTION
The COVID-19 outbreak has not only destabilized businesses and economies but also public health 
organizations [1]. Hospitals and healthcare facilities around the world are struggling to cope with the 
increasing number of COVID-19 patients who require hospitalization and care to recover. Even with the 
emergence of new COVID-19 variants such as Delta and Omicron, public hospitals, particularly in 
developing countries, continue to face challenges in managing patient capacities [2]. To combat this, the 
use of technology is crucial. One promising technology that has been utilized in medical care is the 
internet of things (IoT) [3].
IoT, a groundbreaking innovation, enables machines to communicate with each other without any 
human interaction or intervention, using sensors to share user data with other devices [4]. Its 
applications have permeated all aspects of life, including business, health, and education. Over the past 
decade, the number of IoT-enabled devices has seen a massive surge and continues to trend upward. 
Experts predict that by 2025, there will be over 74 billion IoT devices in existence, with an average of 
nine devices per person on the planet [5]. The utilization of IoT technology presents a solution to the 
capacity challenges faced by public hospitals. Wearable healthcare devices powered by IoT can monitor 
patients' statuses and transmit real-time information to hospital doctors. This application is particularly 
beneficial for patients with chronic diseases who require frequent medical check-ups. By using IoT-
enabled wearable devices, such as watches or smartphones, patients can receive life-saving medical 
attention while minimizing overcrowding in public hospitals [6].
Although the usage of internet of things wearable health device (IoTWHD) is crucial, particularly 

Internet of things (IoT) is a promising technology to face the challenges of COVID19 and enhance the 

capacities of public hospitals. However, few of the literature examined the behavioural intention (BI) of 

patients to use the IoT wearable health device (IoTWHD). This paper aims to examine the factor that 

affect the BI toward using the IoTWHD. The study proposes that variables of Technology acceptance 

model (TAM3) along with unified theory of acceptance and use of technology (UTAUT) can explain the BI. 

The population is the patients of public hospitals. Convivence sampling was deployed to collect the data 

using a questionnaire. 161 respondents participated in this study. The finding of Smart Partial Least 

Square showed that subjective norms (SN) affected the perceived usefulness (PU). Perceived enjoyment 

(PE) affected the perceived ease of use (PEOU). Further, PU, PEOU and perceived security (PS) affected 

the BI to use IoTWHD. Attitude mediated the effect of PU and PEOU on BI. More positive word of mouth 

are needed to enhance the perception of patients about BI to use IoTWHD in public health organizations.

Keywords: Internet of things Internet of things wearable  health device Technology acceptance model 

Unified theory of acceptance  and use of technology 
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during the time of COVID19 and its new generation, it is still limited and in the early stages of 
development [7]. Current literature mainly focuses on developed countries that have the required 
infrastructure and technical expertise to use this technology [8]–[10]. Furthermore, the literature 
primarily addresses the technical aspects of using IoTWHD, such as connectivity, sensors, networking, 
and programming. The acceptance and individual usage of this technology are still under investigation 
[11]–[13].
Previous research suggests that studies on the individual usage and acceptance of IoT technology are 
predominantly technical in nature and the behavioral aspect has not received sufficient attention 
[14]–[17]. 
Furthermore, scholars argue that the mechanism through which IoT can affect individual and social 
acceptance is not yet fully understood [18]. The user experience of IoT is still emerging, and further 
research is necessary to explore the factors that can encourage users to adopt IoT [19], [20].
The adoption of new technology is a complex process, and several behavioral theories have been 
developed to explain it. One of the widely used models is the technology acceptance model (TAM), 
which was first proposed by [21]. TAM suggests that the use of new technology is influenced by two key 
factors: perceived usefulness (PU) and perceived ease of use (PEOU). Attitude (ATT) acts as a mediating 
variable that affects the behavioral intention (BI), which in turn influences use behavior (UB). To build 
on this model, Venkatesh and Davis [22] developed TAM2, which emphasizes the fit between the 
individual's work and the technology's usage. The latest development of TAM is TAM3, which includes 
additional variables such as anxiety and adjustment [23]. In the context of COVID-19, anxiety is an 
important factor that can affect the adoption of new technology. However, the original TAM and its 
extensions have been criticized for neglecting security and privacy factors [24], which are crucial for 
using any technology, including the IoT [24]–[26].
The adoption of IoT and IoTWHD in particular has been scarcely studied in developing countries, 
including Iraq [27]. Due to the limited use of technology in Iraq and the ongoing efforts of the 
government to improve infrastructure, facilitating conditions are crucial for the sustained usage of 
IoTWHD. This study seeks to investigate the factors that influence the adoption of IoTWHD among 
patients in Iraq who require regular medical treatment and visits to hospitals. The subsequent section 
will provide a review of the relevant literature, followed by a description of the methodology, findings, 
discussion, and conclusion.

2. LITERATURE REVIEW
The subsequent section explores the available literature related to IoT in Iraq. It introduces the 
theoretical framework which include the TAM3 and the UTAUT. These theoretical frameworks support 
the creation of the conceptual framework in this manuscript. In addition, the section also disucsses the 
development of the hypotheses of this study.

2.1. IoT in Iraq 
Technology adoption in general in Iraq is limited and this could be due to long period of instability and 
the trust in the technology. IoT is being used by a limited number of users. The technology is provided by 
telecommunication companies for the purpose of commercial use. In Iraq and everywhere, technology 
has assisted the policy makers in tracking the infected with COVID19 and isolating them and their 
surrounding by using the QR scan [28]. Existing studies in the country noted the lack of using IoT among 
people in Iraq and the lack of studies that can explain the behavior of users toward this technology [7]. 
For this reason, this study examines the issue in the context of Iraq. 
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2.2. Theoretical framework
This study deploys TAM3 which indicate that the usage of technology is affected by the work context, 
anxiety, and the adjustment which have impact on the PU and PEOU [23]. Computer or technology 
anxiety as well as enjoyment are critical in determining the PEOU while the subjective norms and 
relevance of the technology can determine the PU. Both PU and PEOU proposed by original TAM to 
affect the ATT which also proposed to affect the BI. TAM was criticized for lack of using technological 
factors. To account for criticism, security of the IoTWHD is considered as an important variable in this 
study. Moreover, the UTAUT, developed by [29], highlights the significance of facilitating conditions 
(FC) in the context of Iraq.

2.3. Conceptual framework and hypotheses development 
The proposed framework considers the role of perceived security (PS) as an important factor affecting 
BI. PS is considered as an essential factor in the adoption of IoT as it affects users' trust and confidence in 
the technology. The study also hypothesizes that subjective norms (SN) will positively influence PU 
since users are more likely to adopt IoTWHD if they perceive it as beneficial and socially acceptable. 
Additionally, the proposed framework posits that TA and PE will affect PEOU. Users with high levels of 
technology anxiety are expected to perceive IoTWHD as difficult to use, while users with high levels of 
perceived enjoyment are more likely to perceive it as easy to use. Finally, FC is expected to positively 
influence BI as it represents the external factors that may facilitate or inhibit the adoption of IoTWHD. 
Overall, the proposed framework provides a comprehensive and theoretically grounded approach to 
understanding the determinants of IoTWHD adoption in the context of Iraq. Figure 1 shows the 
proposed conceptual framework of this study. 

Figure 1. Proposed framework

2.3.1. SN and PU 
According to [30], SN refers to the perception of significant others that influences individuals' decision-
making. The Theory of Planned Behaviour (TPB) and Unified Theory of Acceptance and Use of 
Technology (UTAUT) have both suggested that SN is a crucial variable that can affect BI [29], [30]. 
Specifically, TAM3 proposes a direct relationship between SN and PU [23]. Previous studies have also 
investigated the association between SN and PU and found a positive correlation [31]–[33]. Based on 
these findings, it is suggested that:

H1: SN has a positive impact on PU. 

 International Journal of Artificial Intelligence (Volume - 13, Issue - 01, January - April 2024)                                                                Page No. 11



2.3.2. TA and PEOU 
The TAM3 model proposes that technology anxiety (TA) can impact the PEOU of a technology. Users 
who lack knowledge or experience with a technology tend to feel anxious about using it [34]. The effect 
of TA on PEOU is mixed in prior research. For example, one study [35] found that TA did not 
significantly affect PEOU, while others [36], [37] identified it as a critical determinant of PEOU. In the 
context of Iraq, where technology adoption is still limited, it is hypothesized that technology anxiety will 
have a significant impact on PEOU. Therefore, the following hypothesis is proposed:

H2: TA has a significant impact on PEOU. 

2.3.3. PE and PEOU 
Perceived enjoyment (PE) is a variable that determines the PEOU according to TAM3. Despite being 
less frequently studied, this variable is especially relevant in the context of COVID-19. Users who are 
interested in technology and eager to learn about IoT tend to enjoy using the technology [38], [39]. 
Previous studies have shown that PE has a significant impact on PEOU [38], [39]. Thus, this study 
proposes the following hypothesis:

H3: PE affects the PEOU. 

2.3.4. PU and BI 
The perception of an individual regarding the potential benefits of using a technology is referred to as PU 
[40]. PU is a critical factor in the technology acceptance model (TAM) and is linked to BI. Previous 
studies have found a positive correlation between PU and the usage of IoT, indicating that users tend to 
adopt IoT when they perceive it as beneficial [16], [41], [42]. Therefore, this study proposes that the BI 
of individuals towards using IoTWHD will be positively influenced by their PU.H4: PU affects 
positively BI to use IoTWHD. 

2.3.5. PEOU and BI 
PEOU is a key construct of TAM, and it is proposed to have an impact on BI. Previous studies have 
explored the relationship between PEOU and BI in various contexts. For example, a study by [43] 
investigated the relationship between PEOU and BI in healthcare devices and found a positive 
association. Likewise, the study by [44] revealed a positive correlation between PEOU and BI in the use 
of IoT. In the context of IoTWHD, Mital et al. [16] demonstrated that PEOU has a positive impact on BI, 
and Karahoca et al. [41] arrived at a similar result in Turkey. However, some studies have reported no 
significant link between the two variables [45]. Therefore, the hypothesis is formulated as follows:

H5: PEOU affects BI to use IoTWHD. 

2.3.6. Perceived security and BI 
Perceived security (PS) refers to users' perception of IoT as being safe, secure, and trustworthy [46]. 
Many studies have emphasized the significance of PS in the usage of IoT. For example, Pinochet et al. 
[47] highlighted the importance of PS in IoT adoption and repurchase intention. Similarly, Chouk and 
Mani [48] found a positive association between perceived enjoyment and smart services. In this study, it 
is hypothesized  that higher levels of PS will lead to increased adoption of IoTWHD by users.

H6: PS affects significant BI to use IoTWHD.
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2.3.7. FC and BI 
Favorable FC can increase an individual's intention to use IoT devices [49]. For instance, if a person has 
reliable and fast internet connectivity, access to devices that are compatible with IoT technology, and the 
requisite skills to use and integrate these devices into their daily lives, they are more likely to intend to 
use IoT technology [50]. Conversely, if an individual lacks access to necessary resources like 
compatible devices or reliable internet connectivity, their intention to use IoT technology may decrease. 
Furthermore, if an individual perceives the use of IoT technology as complicated or difficult, this can 
also negatively affect their intention to use it [43].

H7: FC affects the BI to use IoTWHD. 

2.3.8. ATT as a mediator 
TAM proposes ATT as a mediating variable, which has been studied in the context of IoT in a few 
instances. For instance, previous research by Choi and Kim [44] examined the impact of ATT on BI to 
use IoT, and found a positive correlation between the two variables. Additionally, Hsu and Lin [20] 
investigated the mediating role of ATT and discovered a partial mediation. Furthermore, Wang et al. [51] 
found that ATT mediated the impact of PU on BI to use IoT. Based on these findings, the following 
hypothesis is proposed:

H8: ATT mediates the effect of PU on BI. 
H9: ATT mediates the effect of PEOU on BI.

3. RESEARCH METHODOLOGY 
The present research is grounded on a positivist philosophy, utilizing a deductive approach. The research 
methodology adopts a survey strategy, and the data is collected through a cross-sectional time horizon. 
The study population is comprised of patients who seek medical attention at hospitals in Iraq. 
Convenience sampling was employed as there is no existing database of individuals with chronic 
illnesses in Iraq. A questionnaire serves as the primary research instrument, which was adapted from 
several previous studies. PU (4 items), ATT (4 items), and PEOU (3 items) were adopted from [41], PS (3 
items) from [52], and FC (5 items) and BI (5 items) from [53]. SN (4 items), TA (4 items), and PE (4 
items) were adopted from [23]. Experts fluent in both Arabic and English languages translated and 
validated the questionnaire. Prior to the data collection, a pilot study was conducted to assess the 
reliability of the measurements using Cronbach’s Alpha (CA), and it was determined that all the 
measurements were reliable with CA greater than 0.70, as recommended by [54]. The management of 
five public hospitals was contacted to assist in distributing the questionnaire. In total, 391 questionnaires 
were distributed with reminders sent to collect additional responses, resulting in a total of 179 collected 
questionnaires. According to [55], responses between 100-150 are deemed sufficient for using smart 
partial least square (Smart PLS). The collected data were analyzed for missing values, outliers, 
normality, and multicollinearity. Seven responses had more than 15% missing responses and were 
subsequently deleted, while 11 responses were identified as outliers. This led to 161 complete responses. 
Normality and multicollinearity were also checked and found to be satisfactory. These analyses were 
conducted following the recommendations of [56], with the results presented in Table 1.

 International Journal of Artificial Intelligence (Volume - 13, Issue - 01, January - April 2024)                                                                Page No. 13



Table 1. Data screening (N=161)

4. FINDINGS 
Descriptive information of respondents as well as the analysis of smart partial least square are discussed 
in this section. The section disucsses the profile of the respondents. In addition, the measurement model 
and the structural model are discussed in this section. The hypotheses testing of this study are examined 
in the following sub-sections.

4.1. Profile of respondents 
The total of 161 respondents participated in this study. The respondents are majority males (73%) and 
27% are females. The age group of the respondents is between 50-60 years (71%) and between 60 and 
above 21% while those less than 50 years are 8%. The education of the respondents are bachelor’s degree 
44%, high school 31% and less than high school is 25%. Majority of the respondents are self-employed 
52%, 29% are working in public sector and 19% working for private sector.

4.2. Measurement model 
To assess the measurement model (MM), the factor loading (FL), CA, composite reliability (CR), 
convergent validity using average variance extracted (AVE), and discriminant validity were assessed. 
FL for all items is larger than 0.70 except for SN2, PE1, and PS2. The CA and CR for all the variables is 
greater than 0.70 as shown in Table 2. In addition, the convergent validity is good since the AVE of the 
variables are greater than 0.50. For the discriminant validity, the root square of AVE is greater than the 
cross loading. This is acceptable based on [56].

Table 2. Outcome of assessing the reliabilities and validities

4.3. Structural model 
The structural model in this study is evaluated against multiple criteria outlined in [56]. Analysis of the 
R-square revealed that 47.5% of BI could be explained by the variables. A Q-square greater than zero 
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was observed, indicating that the independent variable has the ability to predict the dependent variable. 
With regards to the f-square, all paths except for FC→BI and TA→PEOU have values greater than 0.02. 
The structural model is presented in Figure 2. 
Table 3 displays the path coefficient and the outcomes of the hypotheses testing for both direct and 
mediating effects. The outcomes of the hypotheses testing are presented in Table 3. The results indicate 
that H1 is supported, as SN has a positive effect on PU at B=0.58 and P<0.001. However, H2 is rejected 
since TA did not affect PEOU (P>0.05). H3 is supported, as the impact of PE on PEOU is significant at 
B=0.21 and P<0.001.
H4 is also supported, as the effect of PU on BI is significant. Similarly, H5 is supported as the impact of 
PEOU on BI is positive and significant. The effect of PS on BI is positive, hence H6 is supported. 
However, H7 is rejected as the effect of FC on BI is not significant. H8 is supported, as ATT mediates the 
effect of PU on BI through the indirect effect (PU→ATT→BI). The mediation is partial since both the 
direct and the indirect effects are significant. Finally, H9 is supported as ATT partially mediates the 
effect of PEOU on BI through both the indirect and direct effects being significant. 

Figure 2. Structural model

Table 3. Result of hypotheses

5. DISCUSSION AND IMPLICATIONS 
This study investigated the potential of IoTWHD in Iraq and its impact on patients in public hospitals. 
The study aimed to determine the effect of SN on PU and found a positive relationship between the two 
variables. This implies that if positive word-of-mouth about IoTWHD spreads among users through SN, 
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their perception of PU will increase. Meanwhile, the study hypothesized that TA would negatively affect 
PEOU but found no evidence of this relationship. These findings are consistent with previous research 
that found a positive effect of SN on PU [31]-[33], as well as with research that investigated the impact of 
TA [35] and perceived enjoyment (PE) [38], [39] on PEOU.
The positive relationship between PE and PEOU indicates that incorporating fun and enjoyment in the 
use of IoTWHD can enhance the ease-of-use perception. Additionally, the study found that PU and 
PEOU are positively associated with BI, which suggests that the usefulness and ease of use of the 
technology are important for patients and can increase their willingness to use it. These findings are 
consistent with previous research [16], [41], [42]. Furthermore, the study found that PS has a positive 
impact on BI, indicating that patients are more likely to adopt IoTWHD when they perceive the 
technology as secure. Conversely, FC did not have a significant effect on BI, possibly because IoTWHD 
are similar to watches and do not require significant infrastructure beyond fast internet. These findings 
align with those of [47] for PS and [49] for FC. The study also confirmed the mediating role of ATT 
between PU, PEOU, and BI, indicating that ATT partially explains the effect of PU and PEOU on BI. 
This finding is consistent with the research conducted by Hsu and Lin [20].
This paper has made a significant contribution to the literature on the usage of IoT technology in public 
health organizations in developing countries. Unlike previous studies that primarily focused on the 
technical aspects of IoT, this study examined the behavioral approach and identified the factors that 
influence patients to use IoTWHD. By using a combination of TAM3 and UTAUT frameworks, the 
study was able to explain nearly half of the variation in BI, which is a significant achievement. In 
addition, the study also deployed mediating variables such as ATT to further explain the BI. This 
approach helped to provide a more comprehensive understanding of the relationships between the 
various constructs in the model and how they influence patients' intention to use IoTWHD. The findings 
of the study highlight the importance of considering not only the technical aspects of IoT but also the 
behavioral factors that affect patients' adoption and usage of this technology.
This study is particularly significant for public health organizations in developing countries that face 
resource constraints and high pressure on their healthcare systems. By identifying the factors that 
influence patients to use IoTWHD, healthcare providers can devise strategies to enhance the adoption 
and usage of this technology, leading to improved health outcomes for patients. The study's findings 
provide valuable insights into the usage of IoT in public health organizations and open up opportunities 
for further research in this area. These findings are particularly relevant for decision-makers in public 
healthcare organizations in Iraq and other countries with similar characteristics. 
The study highlights the importance of SN, which needs to be improved to enhance the BI toward the 
usage of IoTWHD. Spreading positive word-of-mouth through TV series, social media advertisements, 
and educational institutions will encourage people to use IoTWHD and understand its benefits. 
Moreover, PE is another critical factor that should not be overlooked. Adding gamification elements to 
IoTWHD applications can make the experience more enjoyable for patients, especially during the 
COVID-19 pandemic. The study also emphasizes the importance of PU and PEOU, as they have been 
found to be critical for BI. Therefore, IoTWHD applications should be easy and straightforward to use, 
and their usage should be beneficial for patients. Ensuring the security of these applications is also 
important. By highlighting the benefits of using IoTWHD and spreading positive word-of-mouth, 
healthcare providers can help patients develop a positive attitude toward this technology.

6. CONCLUSION 
The main objective of this study was to investigate the factors that could lead to an enhancement in the BI 
toward IoTWHD. The research data were obtained from patients who received treatment in public 
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hospitals in Iraq. The study found that SN had an impact on PU, while PE affected PEOU. The study also 
revealed that PU, PEOU, and PS had a positive influence on BI toward IoTWHD, while FC did not. 
Moreover, ATT played a mediating role in the relationship between PU/PEOU and BI. The present 
findings are limited to the participants who took part in this study in Iraqi public hospitals and the usage 
of IoTWHD. To expand upon the results of this study, future research could be conducted using a random 
sampling technique. The findings could also be extended by examining patients in private hospitals, 
which may have better or worse equipment compared to public hospitals. Furthermore, future research 
should incorporate other variables such as the reliability of IoTWHD and the availability of these 
applications. The study's conclusions could be valuable for decision-makers in public health 
organizations looking to enhance the usage of IoTWHD.
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Talent sourcing is one of the most effective mechanisms to engage with the talent pool and convert a 

candidate into an applicant. Today, machine learning has emerged as a trend to assist employers in 

addressing recruitment challeng es with the help of tools such as neuro-linguistic programming (NLP) 

and automated assessments. 80% of the executives strongly believe deep learning makes candidate 

screening highly efficient. Including current start-ups globally, only 15% use artificial intelligence (AI) 

and are expected to increase by 31%. The study focused on the impact of AI in recruitment process. There 

are a few metrics, such as application completion rate, number of candidates per filled position, cost per 

hire, and so on. Here we would like to analyze the impact of using AI in various phases of hiring in the 

organization.

Keywords: Artificial intelligence Candidate evaluation Machine learning Neuro-linguistic programming 

Predictive analytics Screening

1. INTRODUCTION
Artificial intelligence (AI) showcased its potential by silver lining its influence in making smart 
decisions and automating the redundant tasks to ease the struggle of job applicants in this technology-
based ecosystem [1]. In addition to this, by considering the advantages of AI from the perspective of 
technology, the government also plays a vital role in implementing a road map for AI [2]. AI 
complements human capital management by digitizing the recruitment process and enriching how 
employees work [3], [4]. Nearly 30% of companies are changing their technology reasonably, and 
almost 90% are trying to prepare the workforce for the future [5]. 
Global leaders mine professional social sites and academic information from various sources 
andpinpoint the required talent pool for the desired position. Using multiple job posting channels and 
employeereferrals are the key things used to source the candidate [6]–[8]. This study depicts how AI 
created a propellingimpact in the hiring process and created a competitive advantage in the market, 
which helps create a tangiblepositive impact [9], [10]. The paper's purpose portrays how AI leveraged 
the selection process and paved theway to engage with the applicants in new ways.
AI paves a channel to engage the top talent and add value to the business. To manage the 
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employment practices effectively, Bain and company opine that the hiccups lie in tapping the digital 
trend. Across nations,most employees believe that their performance can be very well optimized by 
digital technologies and bridge talent acquisition gaps [11], [12]. The adoption helps us assess workforce 
planning and formulate a wellstructured procedure to identify the metrics to ensure better performance 
and increase hiring accuracy.Recruiters are seeking talented individuals that can handle problems even 
in stressful situations. They mustalso be capable of making better decisions in a systematic way [13].
AI helps to cope with disruption and streamline the talent lifecycle in the age where the recruiter’sability 
is crucial in making better decisions to create business value [14], [15]. The capabilities of AI help 
inaccurate assessments and facilitate better prioritization for job acquisitions. One of the most 
differentiatedapplications of AI in recruitment is sound compensation planning, where it optimizes the 
pay decisions andelevates transparency in the actual decision of managers.
AI builds momentum in hiring smarter candidates and focuses primarily on strategic planning [16],[17]. 
This AI application helps save time when the talent sourcing professionals can design key 
performanceindicators to meet the business objectives and establish a core competence at the 
organizational level. Apartfrom all these features, it also gives us a new dimension to reducing employee 
attrition and helps formulate astrategy to address the pitfalls of high priority [18]. The main research 
objectives are i) to figure out the majorapplications of AI in talent acquisition, ii) to evaluate the core 
barriers to adopting AI in recruitment, andiii) to study the potential drawbacks associated with 
implementing AI in hiring. The study focused on how AIcan be used in talent sourcing.

2. RESEARCH METHODOLOGY
As part of our research study, we conducted both primary and secondary research to analyze the impact 
of AI on hiring candidates. Accordingly, various newspapers, company blogs, official sites, and 
articlesby leading consulting firms have been considered to draw these conclusions. Primary research 
was carried out to find out the potential of AI from screening to onboarding in talent acquisition and how 
it enhances the employer's brand. It was done by surveying through an online questionnaire.
To achieve the mentioned objective, we had the following research design. The sample size includes 
1,000 respondents, including undergraduates/Postgraduates, working professionals, and homemakers, 
ranging from 20 to 60. We chose age and gender as our segmentation variables in terms of segmentation. 
Moreover, we used various tools such as bar graphs, pie charts, and line charts to pursue a detailed 
analysis of the obtained responses. The research methodology is purely based on the facts and insights 
that we collected through secondary research and the responses we received through the questionnaire as 
part of primary research. The dependent variables are professional skills and academic qualifications, 
while the independent variables are age and gender. 
Profile of the target sample, we included males and females of an age group ranging from 20 to 60, where 
the sample size comprises students, working professionals, and homemakers.Source of the data, 
primary research: Sample size of 1,000. Secondary research: newspapers, official sites, blogs, and 
articles published by consultingfirms. Period of the study, this study was conducted for a month (On 
March 2022). 

2.1. Secondary research
AI stands as a bedrock in establishing ethical human resource systems to ensure the bias factor is 
addressed and helps implement efficient performance measures to fine tune the accuracy of the hiring 
process [19]–[21]. In addition to this, AI provides accurate predictions and helps recruitment heads and 
hiring professionals to identify the potential candidates. AI mines candidates' facial expressions and 
body language to get good insights that help match people as per the requirement [22], [23]. AI-based 
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systems are used for evaluating the applicant’s resume. It will identify the keywords present in the 
applicant’s resume which the recruiters are looking for. AI-enabled systems are unbiased in shortlisting 
the right applicants. It can also detect fraudulent applications [24], [25].
AI drives the hiring activity with the advent of technology and rived job opportunities, facilitating the 
acute challenge of employment shortage globally [26], [27]. Data-driven businesses evolved, and 
employee retention became a great challenge to resolve [28]–[30]. Implementing AI in the organization 
enables talent acquisition leaders to fuel the hiring process by automating specific repetitive jobs. The 
candidate’s facialexpressions can be used for assessing the honest answers using an AI-enabled system. 
So, this online interview creates convenience for both applicants and the interviewer's end [31], [32].
AI helps to trigger the individual's intellect and creates a compelling impact on attracting talent 
pool,development, and employee retention [33], [34]. It completely reshaped the traditional outlook and 
achieved good diversity among the employees. The beneficence of AI in the human resource function 
lies in crippling the typical barriers like reliability and bias and deriving very productive conclusions 
[35], [36]. The perceptions of workforce development can be phenomenally transformed with the use of 
AI in organizations.  

2.2. Primary research: Primary data was collected with a sample size of 1,000

2.2.1. The age groups
Figure 1 shows people from different age groups who have participated in this survey. Age groups 
ranging from 20-30 scaled up by 65.74%, followed by 31-40 who’s percentage of participation is 28.8%. 
It is good to see that even age groups beyond 40 have expressed their opinion. According to the data, 
most respondents are male with 71%, followed by females with 29%, which is shown in Figure 2.

2.2.2. Gender
According to the data, most respondents are male with 71%, followed by females with 29%. In other 
words, out of 1000 participants, 710 were male and 290 were female. The same is shown in Figure 2.

Figure 1. Age group                                                  Figure 2. Gender

2.2.3. Academic qualification/profession
Figure 3 shows the academic qualification/profession of the responders who has participated in this 
survey. As per the responses, postgraduates are more with 41%, followed by working professionals with 
39%. It is also noticed that around 16% are graduates and remaining 4% are home makers.
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Figure 3. Academic qualification/profession

2.2.4. Benefits of implementing AI in talent acquisition
Most of the respondents opined that implementing AI will reduce the man-hours in hiring, where the 
time can be utilized on associated tasks of high priority [37], [38]. In addition to that, respondents opine 
that the quality of candidates can be significantly improved, and recruitment can be done by optimizing 
the costs. Figure 4 shows the benefits of implementing AI in talent acquisition. Around 36% opined that 
implementing AI will be benefited in reducing the time to hire, while 27% opted that it will improve the 
quality of idates. 23% opined that the implementation of AI helps in reducing the cost of hiring, while 
rest of 12% opined onboarding.

2.2.5. The major applications of AI in recruitment
Figure 5 shows the major applications of AI. The majority of the respondents opine that imparting AI to 
talent sourcing functions, social candidate discovery, and job market forecasting, followed by a 
screening of the candidates, can be done effectively. The mechanism to find talented candidates from an 
existing database is known as candidate discovery, which helps to reduce the cost and time of hiring for 
the organization [39].
Job market forecasting predicts future employment trends. The profession and its required skills along 
with the vacancy numbers are predicted [40], [41]. The skills required for the target position will be 
analysed from the resume. If matched, such resumes will be shortlisted [24], [42]. Around 25% 
responders mentioned that AI application is ingot market forecasting, while 24% mentioned each for 
social candidate discovery and resume filtering. It is also seen that 17% mentioned application in 
screening/assessments, while remaining 10% mentioned for reduced advertisement spend on 
recruitment. 
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Figure 4. Benefits of implementing AI

Figure 5. Major applications of AI

2.2.6. The core barriers to adopting AI in talent sourcing
Based on the data, people opine that lack of relevant skills to understand the pattern and flow of AI is the 
primary concern, followed by the inadequate budget are the core barriers to adopting AI [43]. Because if 
and only if the data set is trained with quality inputs, we can expect our desired output to be of high 
quality. Figure 6 shows the barriers to adopting AI in talent sourcing. Around 40% opined about the lack 
of skilled HR  professionals, while 23% opined about the lack of budget. 21% opined about the 
challenges in feeding quality data, while lack of accurate evaluation and high risk have 11% and 5% 
chances. 
2.2.7. The possible drawbacks associated with implementing AI in talent acquisition 
According to the data, people opine reliability is the area that needs to be addressed before implementing 
AI. Because by implementing AI, there is a chance of reliability (only identifies certain patterns and 
can’t accept beyond if there is a deviation) getting hampered because AI identifies only specific patterns 
and cannot go beyond the instructions programmed. Figure 7 shows the possible drawbacks of AI. 
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Figure 6. Core barriers to adopting AI

Figure 7. Possible drawbacks of implementing AI

2.2.8. The effectiveness of AI applications in screening/candidate evaluation
The majority (33%) opine that evaluating through chatbots is very effective, followed by evaluating 
personality traits and automated assessments. The evaluation of chatbots achieved good significance 
because, despite any deviation from the expected output, human intervention is coupled and ensures 
customer service excellence. Around 29% opined that combination of personality trait, chatbots and 
automated assessments will be very effective in evaluation/screening process of the candidates. Figure 8 
shows its summary. 
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Figure 8. Effective applications of AI in screening

2.2.9. Imparting AI in training employees
Based on the data as shown in Figure 9, most people opine that imparting training through AI 
dramatically benefits the organization because automated assessments are very effective in scrutinizing 
the workforce. People centric evaluations may sometimes lead to biased assessment. Around 92% 
agreed that AI based training will be benefited, while 8% people disagreed with the questioner.

2.2.10. Satisfaction of AI in the hiring process
Scheduling a hiring process with AI satisfies your requirements in selecting the right candidate and 
reduces recruitment costs. Most respondents opine that implementing AI in the hiring process reduces 
recruitment costs and adds exceptional value to selecting the right candidate. Around 79% opined about 
their satisfaction in implementing AI in hiring process, while remaining 21% is not satisfied. Figure 10 
shows its summary. 

Figure 9. Opinion on implementing AI                       Figure 10. Benefits of implementing AI

3. CONCLUSION
Based on the opinions of the respondents, a few insights can be depicted, such as the primary application 
of AI in hiring function lies in social candidate discovery (It is a tool where it screens the digital behavior 
of the job applicant and decides whether the application is selected/rejected as per the requirement), job 
market forecasting and filtering the resumes with the help of tools powered by AI. Respondents also 
stated that the potential drawback of AI lies in lack of reliability as it can only identify a few trained 
patterns but cannot exceed beyond the instructions coded. In addition to this, the potential barrier to 
adopting AI is a lack of relevant skills in understanding the usage and format to resolve various complex 
issues. In other words, for some organizations, it is even more critical to feed quality data consistently. It 
is highly recommended to use AI in talent sourcing. It will reduce the cost of hiring process, recruitment 
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will be unbiased and the skilled persons can be found out in a fraction of seconds based on the job 
descriptions.
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This paper suggests a modified version of the former economic load dispatch (MELD) problem with the 

integration of wind power plant (WPP) and solar power plants (SPP) into thermal units (Tus). The target 

of the whole study is to cut the total producing electricity cost (TPEC) as much as possible. Three meta-

heuristic algorithms, including particle swarm optimization (PSO), jellyfish search (JS) and salp swarm 

algorithm (SSA), are applied to solve the MELD. The real performance of these optimization tools is 

tested on the first system with six thermal units considering prohibited zones, and the second system with 

the combination of the first system and one solar, and two WPPs. In addition, the variation of load demand 

in 24 hours per day is also taken into account in the second system. JS is proved to be the most effective 

method for dealing with MELD. Furthermore, JS can also reach lower or the same TPEC as other 

previous algorithms. Hence, JS is a recommended to be a strong computing method for dealing with the 

MELD problem. 

Keywords: Jellyfish search Load variation Modified economic load  dispatch
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1. INTRODUCTION
The economic load dispatch (ELD) problem is one of the most considered problems in power system 
operation. The determination of the optimal solution to ELD not only reduces the total producing 
electricity cost but also mitigates the environmental damage [1]. Most of the early studies only focused 
on solving ELD with fixed load demand. In addition, the thermal power plant is the only generating 
source. Recently, the former ELD problem has been modified to different versions under the name of the 
modified economic load dispatch problem (MELD), where renewable energy sources and load demand 
variation are evaluated [2]. Cutting the total producing electricity cost (TPEC) of thermal power plants is 
mostly considered while solving ELD problems. Besides, wind and solar energies have contributions to 
significant reduction of TPEC. These sources can partly support thermal sources to serve load demand at 
peak times [3], [4]. While environmental problems are on high alert, the use of renewable energy sources 
(RES) is attracted more attentions than ever. By fully aware of the current trend, this study presents a 
solution of using RES by solving MELD considering the presence of both wind and solar energies.
Currently, meta-heuristic algorithms are acknowledged to be the most effective computing methods to 
cope with a wide range of optimization problems. ELD and MELD are not exception because they are 
both classified the optimization problems. There were a lot of researches solving ELD by applying meta-
heuristic methods such as hybrid grey wolf optimizer (HGWO) [5], distributed roust optimization 
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 (DRO) [6], particle swarm optimization and its improved versions [7]–[9], evolutionary algorithm (EA) 
[10], tunicate swarm optimizer (TSO) [11], marine predator optimization algorithm (MPOA) [12], k-
mean cluster and elbow technique (KMC-ET) [13], a selection of Hyper-heuristic [14], equilibrium 
optimizer algorithm (EOA) [15], modified social spider optimization (MSSO) [16], ameliorated 
dragonfly algorithm (ADA) [17], improved jaya algorithm [18], marine predator algorithm [19], 
modified equilibrium algorithms (MEA) [20], coyote optimization algorithm (COA) [21], harmonic 
search algorithm (HSA) [22], hybrid swarm intelligence-based HSA (HIS-HAS) [23], squirrel search 
optimizer (SSO) [24], and improved firefly algorithm (IFA) [25]. The studies have applied different 
algorithms, such as original and improved versions of metaheuristic algorithms. However, some of these 
studies have irnorged the comparisons between improved and original versions. Other studies have not 
coped with the shortcoming, but they have neglected the fair comparison criteria such as settings of 
iterations and population. On the other hand, almost all previous studies only focused on thermal power 
plants rather than the integration of renewable energies to ther conventional power source.
In this study, we implement particle swarm optimization (PSO) [26], jellyfish search algorithm (JS) 
[27], and salp swarm optimization (SSA) [28] to search the optimal solutions of ELD and MELD 
problems. In ELD problem, the constraint about prohibited operation zone (POZ) of thermal power 
plants is taken into account to investigate the outstanding performance of applied methods. In MELD 
problem, two wind and one solar power plants are integrated with the first power system. Alongside with 
that, the variation of load demand over 24 hours is also taken into account. Finally, the study focuses on 
reaching the smallest values of TPEC as the main objective function. The main contributions of the 
entire study can be summarized,
− Apply successfully a novel meta-heuristic algorithm, named jellyfish search algorithm (JS) to 
determine the optimal solutions for both original and modified version of ELD problem.
− Prove the effectiveness of JS over two remaining methods, including PSO and SSA and other methods 
from previous studies.
− The variation of load demand within a day and the presence of both solar and wind power are 
successfully implemented.
In addition to the introduction, other sections of the study are organized: Section 2 describes the main 
objective function and all involved constraints. Section 3 introduces the applied method. Section 4 
presents the results and discussion obtained by the applied methods in different case studies. Finally, the 
conclusions are revealed in section 5.

2. METHOD

2.1. Objective function
The study considers the generation cost from thermal power plants due to the high fuel cost from the 
plants, especially for hours with high generation, while generation from renewable energies power 
plants is the base supply. The fuel cost for each Megawatt (MW) is different for different power 
generation values. 
Normally, each MW of high-power generation cost more fuel than that of low power generation. 
However, it is very difficult to determine the most suitable power generation for the lowest cost of one 
MW. So, the use ofmetaheuristic algorithms for finding the generation is key task of the study, and the 
duty of the applied metaheuristic algorithms is to reach the following objective function,
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2.2. Constraints

Power balance constraint: Total generation by thermal, wind and solar power plants is supplied to 
demand of load over operation time. On the other hand, a small part of the transmission power through 
transmission lines with resistance and reactance is lossed. These power plants must compensate the loss 
so that load demand is fully supplied. Hence, the total generation (generation from wind, solar and 
thermal power plants), the loss on transmission lines and the load demand must exactly like the (2),

where PW and Psr are the power outputs of wind and solar power plants; PRD and PL are demand and 
loss.
Generation and prohibited operation zone limits: Power output of each thermal power plant must 
satisfy the constraints,

Figure 1. The illustration of prohibited zone operation (POZ)

Generation constraints of solar power plants (SPPs): All SPPs must satisfy the general and individual 
constraints [21],
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3. THE COMPUTING METHOD
The jellyfish search algorithm (JS) is a meta-heuristic algorithm proposed in 2021 [27]. The algorithm 
has two methods to generate new solutions. The first method uses only one model, but the second 
method uses two models based on comparison conditions. These methods are expressed in (7) and (8),

where Xq and Fq are a randomly chosen solution and its fitness function; and Fk is fitness function 
solution k.
Note that, the determination of which method will be applied is dependent on the select factor (SE). If the 
SE is equal or greater than 0.5, Method 1 will be selected, otherwise Method 2 will be executed. The 
factor SE is a function of randomization factor, maximum iteration and current iteration obtained by, 

4. RESULTS AND DISCUSSIONS
In this section, we apply three meta-heuristic algorithms including particle swarm optimization (PSO) 
[26], jellyfish search algorithm (JS) [27] and salp swarm algorithm (SSA) [28] to determine the optimal 
results of for two systems. This work is conducted on a personal computer with a 2.2 GHz central 
processing unit alongside 8GB of random memory access. Coding and simulation are implemented 
using MATLAB software version R2018a.

4.1. The conventional ELD with fixed load demand
In this subsection, the power system, including six thermal power plants with prohibited operation 
zones, must fulfill a fixed load demand of 1263 MW. All data of thermal power plants and boundaries of 
prohibited operation zones are cited from [22]. Three applied meta-heuristic methods are applied to 
reach the minimum TPEC while satisfying the load demand and all related constraints of the 
conventional ELD problem. The initial parameters of these methods regarding population size, the 
maximum number of iterations, and the number of independent runs are 10, 50, and 100, respectively.
Figure 2 presents the detail and summary of 100 runs by implementing three applied algorithms. The 
curves in Figure 2(a) describes the results of PSO, while the blue and black ones illustrate the costs of 
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SSA and JS. PSO is the most unstable method, while JS proves itself to be the most reliable method 
among the three applied ones. Figure 2(b) shows four comaprison criteria, including the minimum cost 
(Min.cost), mean cost (Mean.cost), maximum cost (Max.cost), and standard of deviation (std). The 
summary of fifty costs indicates that JS has smaller minimum, mean and maximum costs, and more 
stability than PSO and SSA excluding the same minimum cost as SSA. As a result, JS is the highest 
performance method.

Figure 2. Results obtained by applied methods for 100 runs: (a) the fitness function of 100 implemented 
runs and (b) summary of minimum fuel, maximum fuel cost, mean fuel cost and standard deviation from 
100 implemented runs

The search processes of three applied algorithms are summarized in Figure 3. Figures 3(a)-3©, 
respectively, show the best, mean and worst convergence processes of 100 tria runs. JS provides the 
fastest response capability in all comparisons. Specifically, this method only requires over 35 iterations 
to reach the optimal value for the best convergence. SSA needs approximately 40 iterations to reach the 
same solution as JS, while PSO cannot achieve the optimal result for the best run. In terms of the mean 
and the worst convergences, JS is still the fastest method while PSO is the lowest one.

Figure 3. The convergences charactersitics: (a) the best run, (b) the mean run, and (c) the worst run

To see the effectiveness of JS, the results of JS are compared with other methods from previous studies as 
described in Table 1. The minimum cost comparison indicate that JS can reach the same cost as IFA 
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[25] and smaller cost than HSA [22]. HIS and SSO reported smaller cost than others; however, the 
methods have used slightly different loss coefficients as reported in the original method [22]. As using 
the same coefficients as [23], [24], JS can reach a little bit smaller than HSA and HIS as seeing the results 
with the * in the table. So, JS is really effective as compared to previous methods.

Table 1. The comparison of JS and other method

4.2. The MELD with load demand variation
In this section, JS is reapplied to determine the optimal results of the MELD problem. In the second 
system, six thermal units in System 1 are integrated to two wind power plants (WPP) and one solar 
power plant. The system is optimally scheduled over 24 hours with different load values. All data of 
wind and solar plants are taken from [29] and [30], respectively.
Figure 4 shows results obtained by the three applied algorithms for the system. Figure 4(a) presentes the 
results obtained by the three applied methods after 100 independent runs. Throughout 100 runs, JS can 
reach more optimal results than both SSA and PSO. In addition, Figure 4(b) indicates that JS is the most 
effective method while PSO is the worst one. The effectiveness of PSO, SSA and JS is clearly shown in 
Figure 4(b). In the figure, four comaprison criteria, including Min.cost, mean cost, Max.cost, and std are 
given. It is easy to acknowledge that, JS reaches much better results than two others. Specifically, the 
Min.cost and std values given by JS are 269814.1 ($) and 7.5, while those of SSA and PSO are 
($269843.7 and 21.3) and ($269951 and 120.4). The comparisons reveal that JS has advantages over 
SSA and PSO in terms of strong search process and high stability. So, JS should be used for the MELD 
problem on behalf of PSO and SSA.
Figure 5 reports the generation of all thermal power plants and renewable energy plants in addition to 
hourly cost from six thermal units. The generation height of plants indicates that thermal units 1 and 6 
are, respectively, the most effective and ineffective since unit 1 account for the highest generation but 
unit 6 just produce a small power. At hours with high load demand, cost is much higher than others, but 
the cost is much dependent on wind and solar power plants.

Figure 4. Results obtained by the three applied algorithms (a) the fitness function of 100 runs, and (b) the 
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fuel cost comparison summary from 100 trial runs

Figure 5. Optimal generation of power plants and hourly cost of all thermal power plants obtained by JS

5. CONCLUSIONS
In this study, three meta-heuristic algorithms, including PSO, SSA and JS, were successfully applied to 
solve both the original and modified version of the ELD problem with renewable energies and one 
working day. During the whole process of finding the optimal value of TPEC, different states of load 
demand are considered, including fixed and varied load demands. Besides, the prohibited operation 
zones and the presence of wind and solar power plants are also taken into account. JS proved it was the 
most effective method. Besides, while compared with other previous methods, JS also showed its high 
performance by reaching the same or better cost but using less population size and iterations. Therefore, 
JS is considered the most powerful search tool, and it is highly recommended for solving MELD 
problems. In future work, JS will be modified to improve their raw performance for dealing with higher-
degree complex problems. In addition, the MELD problem should also be expanded by the 
consideration of large-scale power systems with various generating sources, more complicated 
constraints such as multiple fuels, ramp-rate and valve point effect constraints.
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Recently, most individuals have preferred accessing the most recent news via social media platforms like 

Twitter as their primary source of information. Moreover, Twitter enables users to post and distribute 

tweets quickly and unsupervised. As a result, Twitter has become a popular platform for disseminating 

false information, such as rumours. These rumours were then propagated as accurate and influenced 

public opinion and decision-making. The issue will arise when a decision or policy with substantial 

consequences is made based on rumours. To avoid the negative impacts of rumours, several researchers 

have attempted to detect them automatically as early as feasible. Previous studies employed supervised 

learning methods to identify Twitter rumours and relied on feature extraction algorithms to extract tweet 

content and context elements. However, manually extracting features is time consuming and labour-

intensive. To encode each tweet's sentence as a vector based on its contextual meaning, we proposed 

utilising Bidirectional Encoder Representation of Transformer (BERT) as a sentence embedding. We then 

used these vectors to train some classifier models to detect rumours. Finally, we compared the 

performance of BERT-based models to feature engineering based models. We discovered that the 

suggested BERT-based model improved all parameters by around 10% compared to the feature 

engineeringbased classification model.

Keywords:Bidirectional encoder  representation of transformer Feature extraction Rumour detection 

Sentence embedding Text classification

1. INTRODUCTION
Much false information spread worldwide swiftly due to the difficulty of proper control on social media 
platforms like Twitter. People often post and distribute breaking news without verifying its accuracy, 
leading to the widespread sharing of captivating but deceptive content. Consequently, such content may 
be shared thousands of times, despite containing misleading information. The most prevalent phrase for 
false information on the Internet is a rumour. A rumour appears to be a credible story, yet it is not easy to 
confirm. The rumours are of dubious veracity and provoke concern or skepticism among the audience 
[1], [2]. A characteristic of a rumour is difficult to confirm because it may be accurate, partially true, 
false, or unsubstantiated [3]. This study focuses on rumours transmitted through the Twitter network.
After reviewing the existing literature, we found that most methods for detecting rumours on Twitter 
employ supervised learning algorithms that rely on extracting features. They extracted features from 
both content and context of tweets [1]–[5]. The context-based feature components include information 
about tweets' surroundings, such as user and network information [2]–[7]. The content-based feature 
involves extracting features from the text of tweets, especially those related to language, like lexical, 
syntactic, and semantic features [6]–[9]. Unfortunately, manual feature extraction is ineffective and 
time-consuming. Moreover, Twitter does not always provide the supplementary data necessary for 
feature extraction beyond the tweet's text [10].

 International Journal of Artificial Intelligence (Volume - 13, Issue - 01, January - April 2024)                                                                Page No. 42



In recent years, transfer learning with pre-trained language models, such as Bidirectional Encoder 
Representation from Transformer (BERT), has become a powerful technique in natural language 
processing (NLP) [11], [12]. This method employs an encoder to encode a sentence into an embedding 
vector using an attention mechanism [13] to derive a numeric representation of a text that enables a 
computer to comprehend the context and meaning of the text [11]. This study aims to enhance the 
performance of classifier models in identifying rumours on Twitter by proposing a novel model that 
utilises BERT and neural networks as sentence embedding and classifiers in detecting rumours on 
Twitter and comparing the model's performance between feature engineering-based vectors and 
sentence embedding-based vectors to detect rumour on Twitter.
The structure of the study is: Section 2 investigates previous attempts at detecting rumour, and section 3 
details our suggested approach for utilising BERT to identify misleading tweet information. Then, 
section 4 presents our experimental results and compares them to recent studies. Lastly, in section 5, the 
study concludes with a summary of our findings.

2. LITERATURE REVIEW
The majority of previous research on fake information detection employed supervised computer models 
to classify tweets as rumour or non-rumour based on extracted content and contextual features [6], [7], 
[10]–[12]. Context-based techniques extract features by considering information about tweets, such as 
user and network data. Table 1 illustrates the context-based elements derived from tweets and the studies 
that employed them. The content-based techniques extract features from tweets, particularly language 
characteristics such as lexical, syntactic, and semantic characteristics that indicate how words were 
employed in a tweet. For example, previous research suggested that terms of ambiguity, denial, 
conciseness, and brevity may disclose the legitimacy of a tweet [1]. Table 2 depicts the content-based 
features and their application in the research.

Table 1. Contextual characteristics retrieved from tweets

Table 2. List of tweet features based on their content
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Content-based or context-based manual extraction tasks to classify rumour tweets take a lot of time and 
are hard to do. For this reason, recent studies have used neural networks (NN) techniques to sort tweets 
about rumours. In the finding false information context, recurrent neural network-based (RNN) 
frameworks are used a lot [10], [16], [17] and convolutional neural networks (CNN) [18], [19]. 
Alkhodair et al. reported the recent performance of the RNN model for rumour detection, which got 
71.6% and 83.9% F1 scores for the rumour and non-rumour classes, respectively [17]. The most recent 
CNN model for classifying rumours, presented by Bharti and Jindal et al. did the best job and got a 
weighted average F1-score of 0.84. [19].
Other researchers, like Ajao et al. [20], employed a hybrid framework using a combination of CNN and 
long short-term memory (LSTM) to automatically extract features from a Twitter post without any prior 
knowledge of the subject area or topic of discussion to identify fake news on Twitter. Their model 
achieved an accuracy of 82.29% for all classes but only a precision score of 44.35%. Other researchers, 
Kotteti et al. sought to improve the performance of supervised learning models in detecting rumours by 
reducing the time required for detection. To achieve this, they proposed a strategy that analyses multiple 
time-series data to utilise temporal aspects of tweets instead of relying on the content, which requires 
feature selection and text mining [9]. They used the Gaussian Naive Bayes classifier to implement their 
proposed approach, which made computations easier and achieved a high precision score of 94%. 
However, their method only scored 35.6% for recall and 51.8% for F1-score.
Xu et al. proposed a new algorithm for detecting fake news on Twitter called the topic-driven novel 
detection (TDRD) algorithm [21]. They were inspired by a communication theory that suggests the topic 
of a post can indicate whether it is likely to be spread as a rumour. The TDRD algorithm classified tweet 
topics and incorporated them into a deep-learning framework for rumour detection. The authors 
employed the CNN model, which achieved an accuracy of 82.66%, the highest among their 
experimental results.
BERT is a unique language model created by Google AI that uses a deep bidirectional transformer to 
extract information from unlabeled text. It combines both left and right context representations of a 
token from all layers to capture relationships between words and create a vector representation for each 
word based on its relationship with other words in the phrase [11]. This allows BERT to infer the 
meaning of a word from its surrounding context. For example, the vector for the word "apple" in the 
sentences "I got a new apple tablet" and "I have a fresh apple" would differ. BERT comes in two versions: 
BERT-Base, which has twelve transformer blocks, and BERT-Large, which has twenty-four transformer 
blocks. This study used BERT-Base, resulting in 768 vector arrays for each sentence.

3. MATERIAL AND METHOD
The model proposed in this study involves several steps for detecting rumours using BERT. Firstly, 
BERT is used to generate sentence embeddings that represent each tweet as a vector based on its 
contextual meaning and linguistic patterns. Next, these vectors are utilised for training different 
classifier models for rumour detection. Finally, the results obtained from the proposed BERT-based 
method are compared with those obtained using traditional feature engineering techniques. Figure 1 
illustrates the overall process of the proposed rumour classification model that uses BERT's sentence 
embeddings.
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Figure 1 The steps of the proposed model for rumour detection using BERT

3.1. Dataset
Due to the complexities of data collection procedures, there are few publicly available datasets on 
rumour classification [1]. Therefore, to validate our models, we obtained datasets from the PHEME 
project [5], which is considered a benchmark and publicly accessible over the Internet. This dataset 
contains rumour-tagged (1,969 tweets) and non-rumour-tagged (3,822 tweets). We allocate 70% of each 
dataset class for training and 30% for testing.

3.2. Classifier model
We trained different supervised-classifier models and a simple neural network model (MLP) using 
BERT-embedded and feature-based vectors from tweet text and then compared their results. An MLP is 
made up of a layer for receiving signals, a layer for making predictions, and any number of hidden layers 
that work as the MLP's computing engine [22]. We used some supervised learning approaches that are 
widely known as eminent methods in text classification [23]. Those supervised models included support 
vector machines (SVM), logistic regression (LR), Naive Bayes classifier (NBC), AdaBoost, and k-
nearest neighbors are some of the supervised classifier models (KNN).

3.3. Evaluation model
We evaluated our model using a confusion matrix and the following formulas to calculate its Accuracy, 
Precision, Recall, and F1 scores. The confusion matrix measures the performance of a model by 
comparing its predictions against the actual outcomes. The four key metrics derived from the confusion 
matrix are, 
– True-positive (TP) : Tweets that are correctly predicted as non- rumour tweets.
– False-negative (FN) : Rumour tweets that are wrongly identified as non-rumour tweets.
– False-positive (FP) : Non-rumour tweets that are wrongly identified as rumour tweets.
– True-negative (TN) : Non-rumour tweets that are correctly predicted as non-rumour tweets.

3.4. Experiment steps
By utilising SKlearn [24] and PyTorch [25], a well-known library for machine learning and deep 
learning tasks, we experimented with feature engineering-based techniques and sentence embedding 
using BERT to recognise a rumour tweet and compare these approaches' performance. Figure 2 shows 
our procedures in our experiment to discriminate between rumour and non-rumour tweets. First, we 
preprocessed and tokenised the tweets using BERT to provide the tokenised form of the tweets for the 
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proposed approach. The tokenised sentences were then transformed into vectors using BERT-base and 
Sentence Transformer. Finally, the vectors mentioned at the second step were employed for model 
training, which encompassed algorithms such as AdaBoost, k-nearest neighbors, support vector 
machines (SVM), logistic regression (LR), Naive Bayes classification (NBC), and a four layers 
perceptron (4L-MLP).

Figure 2. The experiment steps to detect rumour

In addition, we employ the feature engineering technique by extracting 39 characteristics from the 
context and content of tweets, as shown in Tables 1 and 2. Then, we transform the values of those features 
to integer data types and generate a 39-element array of features for each tweet. Finally, we used these 
vectors to train and compare all the similar models we trained with BERT-embedding vectors and 
evaluate the performance result using (1) to (4).

4. RESULT
We analysed and compared the performance of these classifier models by examining and comparing 
their confusion matrices. The confusion matrix for each model's prediction outcomes is depicted in 
Table 3. We evaluated the performance of each classifier model based on the predictions in Table 3. Table 
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 4 compares the performance of classifier models based on BERT and classifier models based on feature 
engineering, revealing that BERT-based classifier models perform better than feature engineering-based 
classifier models for all parameters. Each model's accuracy and precision improved by approximately 
10% on average by employing BERT vectors. In addition, a basic neural network utilising 4-MLP earned 
the best performance across all classes. These findings provide a positive outlook on the use of BERT 
sentence embedding as a viable approach for identifying rumour tweets, as it has shown the ability to 
minimise the effort needed for rumour detection by eliminating the need for text feature extraction. In 
simpler terms, the suggested technique has demonstrated its potential in streamlining the process of 
identifying rumours in tweets.

Table 3. Confusion matrix result for each classifier model

Table 4. Comparison results in rumour detection using BERT and feature engineering
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4.1. Comparison models
Using the PHEME dataset, previous researchers have employed several techniques to identify rumours 
on Twitter. These earlier works served as benchmarks against which we compared the results of our 
experiment. Table 5 compares our best model to the models from previous studies using the PHEME 
dataset. It demonstrates that our presented model outperforms existing classifier models and surpasses 
the current state of the art in regard to performance parameters.

Table 5. Comparison of our model to earlier studies on the PHEME dataset

5. CONCLUSION
According to the findings of our experiment, it was discovered that sentence embedding vector 
utilisation significantly enhances the performance of all classifier models by 10% compared to feature 
extraction vectors. Moreover, by employing BERT's embedding vectors and four layers of MLP, we 
achieve the most optimal model performance, surpassing baseline models with accuracy, precision, 
recall, and F1 scores of 84.5%, 82.4%, 83.0%, and 82.7%, respectively. Therefore, we confidently 
suggest that sentence embedding using BERT is a promising technique for identifying rumours, 
eliminating the need for traditional feature extraction steps.
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