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Identification of Gene of Melanoma Skin Cancer Using 
Clustering Algorithms

Mohanavali Sithambranathan a, Shahreen Kasim a,1,*, Muhammad Zaki 
Hassan a, Nur Aniq Syafiq Rodzuan a

a Faculty of Computer Science and Technology, Universiti Tun Hussein Onn Malaysia, 86400 Parit 
Raja, Johor, Malaysia. 

The Melanoma is the deadliest skin cancer. It can be developed in any parts of the human body. The cancer 

disease can be cured if it is diagnosed early and proper treatment is taken. In cancer classification, there is 

a problem in handling the large data of cancer. Large data contains meaningless data and redundant data. 

Therefore, to overcome the problem, many computer approaches for classification have been proposed in 

the previous literature. This time, the clustering process for melanoma is conducted using Support Vector 

Machine and K-Means. Therefore, the purpose of this research is to identify and evaluate the performance 

of the accuracy of genes that contain melanoma skin cancer using the clustering algorithms. 

Keywords:melanoma, skin cancer, identification, gene, clustering algorithms

1. Introduction 
Cancer is an abnormal growth of cell (Louise, 2018). There are many types of cancer such as breast 
cancer, lung cancer, skin cancer and colon cancer. Cancer can be cured if it is diagnosed early and proper 
treatment is taken. The skin is an organ that separates human body from the environment. Due to that, 
skin cancer becomes an ordinary type of cancer that affects humans. The number of cases of skin cancer 
is increasing day by day. Researchers found that the United Kingdom (U.K) is the fast rising country 
when it comes to skin cancer patients. The two types of skin cancer that exist are melanoma and non-
melanoma skin cancer (Wilson, (2012). Melanoma is a type of cancer that develops from the pigment-
containing cells known as melanocyte (Talantov, Mazumder and Jack, 2005). Non-melanoma skin 
cancer refers to all the non-melanoma types of cancer that occur in the skin (Wolters Kluwer, 2019). Skin 
cancers occurs due exposure to sun and also affected from the genetic problem (Moore, 2001). 
In the previous literature, the problem in classifying a cancer is when the gene expression data is used 
(Lu and Han, 2003). Gene expression data is considered a high-dimensional type of data. Therefore, the 
analysis of gene expression is difficult to conduct because of the big data that contains noise, redundant 
data, and unrelated information of features. 
In this research, K-Means and Support Vector Machine were used to cluster and classify data and 
compare the detection accuracy. Clustering involves assigning data points to a cluster where items in the 
same cluster are the same. Therefore, the clusters are known by some similarity measures for example 
distance, connectivity and intensity (Narongsak and Anongnart, 2016, Bernhard, 2001). 

2. Literature Review 

This section discusses the finding of literature reviews related to the research. 

2.1. Support Vector Machine 
A supervised learning system is the Support Vector Machine (SVM) George et al., 2011. SVM based 
algorithms used for identification and regression processing to analyze data and understand trends. An 



algorithm for SVM learning creates a prototype that assigns new examples to one or the other group, 
rendering it a non-probabilistic conditional linear classifier. 
George et al., 2011 stated that SVM is the best cancer classification system to use. There are several 
explanations why in cancer classification, SVM has the best performance. Next, SVMs have checked 
the potential not only to correctly classify organizations into relevant categories, but also to distinguish 
situations where the evidence does not help understand the classification. SVM has many computational 
features that make them interesting in the study of gene expression, including their stability in selecting a 
similarity variable, the lack of solution while dealing with large data sets, the ability to handle wide field 
spaces, and the ability to identify outliers. To construct a classifier the following formula is used. 

This formula consists of real constant and polynomial SVM degree 

2.2. K-Means 
K-means is an incremental clustering method which dynamically integrates one cluster center at a time 
by way of a deterministic global search process consisting of N (with N being the width of the data set) 
executions of the k-means algorithm from correct initial positions (Lozano et al., 1999). The K-means 
method in data mining begins with a first group of randomly selected centroids, which is used as the 
starting points for each cluster, and then conducts iterative (repetitive) calculations to refine centroid (ci 
and cj, ci ≠ cj) locations. The new means (centroids) of the observations are then calculated in the new 
clusters. 

The calculation shows that the algorithm has converged when the assignments no longer change. The 
algorithm does not guarantee that the optimum can be found. The algorithm is often presented as 
assigning objects to the nearest cluster by distance. 

3. Methodology 
In the first phase which is data pre-processed, the data is collected from GEO database. Melanoma skin 
cancer gene expression (GSE3189) is obtained from the GEO database. Affymetrix Human Genome 
U133A Array is the basis of the software used. GSE3189 contains three types of classes namely normal 
skin, nevi skin and melanoma (Lu and Han, 2003). There are 70 samples in this set of data. 7 are normal 
skin, 18 are nevi skin and the remaining 45 are melanoma. Next, pre processed data is used in the 
clustering and classifying process where it uses the Support Vector Machine (SVM) and K-Means. In 
phase three, the documentation of paper works, soft materials, and coding design used in the research are 
prepared in the form of paper works. The purpose of documentation is to provide a clear understanding 
to the readers about the overall flow of the research.
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For SVM the first step is to import the dataset into the R environment. Then, the specific code that 
describes the SVM function to plot the graph is used. The gene expression and selected genes are used as 
the input and parameter for the SVM. The results will be produced in the format of graph.

Fig 2. This is a mathematical equation used to calculate the length and direction of vector 

As for K-Means the same method is used where first of all the dataset needs to be imported into the R 
environment. Next, the K-Means function is used to cluster the data of genes into groups. The results will 
be produced in 2D representation where the genes will be grouped according to the type of skin. The 
algorithm works as follows: 

� Step 1: Choose groups in the feature plan randomly.
� Step 2: Minimize the distance between the cluster center and the different observations (centroid). It 
results in groups with observations. 
� Step 3: Shift the initial centroid to the mean of the coordinates within a group. 
� Step 4: Minimize the distance according to the new centroids. New boundaries are created. Thus, 
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observations will move from one group to another 

Repeat until no changes are observed in groups. 
K-means usually takes the Euclidean distance between two features :

Different measures are available such as the Manhattan distance or Minlowski distance. It is noted that 
K-mean returns different groups each time you run the algorithm. We recall that the first initial guesses 
are random and the distances are computed until the algorithm reaches a homogeneity within groups. 
This means that k-mean is very sensitive to the first choice, and unless the number of observations and 
groups is small, it is almost impossible to get the same clustering. 

4. Result and Discussion 
There are two types of algorithms used to conduct this research which is SVM and K-Means. SVM is the 
supervised learning models with associated learning algorithms that analyze data used for classification 
and regression analysis. K-means is simple where it groups similar data points together and discover 
underlying patterns. Figure 3 and 4 show the results for the classifiers’ performance.

Fig 3. Result of normal and melanoma for GSE3819/206403 using Support Vector Machine 

Figure 3 shows the results of SVM. SVM is a subclass of supervised classifiers that attempt to partition a 
feature space into two or more groups. The separation boundary is linear, leading to groups that are split 
up by lines (or planes) in high-dimensional spaces. y as the response variable and other variables serve as 
the predictors. The data frame will have unpacked the matrix x into 2 columns named x1 and x2. Based 
on the result, the number of support vectors is 6 and they are the points that are close to the boundary or 
on the wrong side of the boundary. The support vector 6 is the number of o in the graph. The blue color 
part indicates the melanoma skin genes while the pink color indicates the normal and nevi skin genes. 
The points that are close to the boundary are colored blue while the wrong side boundary is pink. The 
wrong side of the boundary shows that the observed data is sufficiently inconsistent. This shows that the 
dataset is not grouped properly as the dataset is mixed up as shown in the graph. 
Based on figure 4, to perform the analysis, two groups of skin that contain different genes were selected. 
The data is from the same source and it is tested using k-means algorithm. According to the result the 
genes are clustered into two groups. It explains the point variability where a centroid is the imaginary or 
real location representing the center of the cluster. The medium size grouped data is nevi and the largest 
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grouped data is melanoma skin. A cluster refers to a collection of data points aggregated together 
because of certain similarities. Therefore, by referring to the result in figure 3, one can conclude that the 
highest number of centroid in one place is considered as normal cell. According to the datasets there are 
45 genes that are melanoma while 18 are nevi. Therefore, the clustering process was carried out to 
identify groups of similar genes and to group the genes according to the group to which they belong. 

Fig 4. Result of 2D representation for GSE3819 using K-Means 

Thus, the overall results obtained from both SVM and K-Means show that the graphs produced by both 
algorithms are different from one another. According to the result of the SVM graph, there are 2 
boundaries that consist of points which are x and o. If the value of X2 is 0.01 then the value below it is 
considered as the data that is sufficiently inconsistent. As for the K-means graph the points which are in 
the number form are grouped into two labeled as 1 and 2. The largest grouped data is known as 
melanoma skin according to the raw dataset calculation.

5. Conclusion 
As a conclusion, this research focuses on identifying the result of clustering using K-Means and Support 
Vector Machine. It is to determine the high accuracy of clustering towards the melanoma data. From the 
clustering process, the genes will be identified which are most related to the melanoma skin cancer. In 
the process of classifying the cancer, the data sets of genes expression will be collected. To get the most 
suitable data for this research, the pre-processed data sets will be done first. The best genes will be 
obtained through the process of selecting the features using limma package that is used to calculate and 
normalize the data. Other than that, the package also focuses on differential expressed genes analysis. To 
find out the accuracy of the selected genes, a classifier will be constructed once the pre-processed data 
sets are done. Based on the results, K Means is good at grouping dataset compared to SVM. This is 
because the results obtained from the K-Means are grouped into two according to their criteria but for 
SVM the results were mixed. 
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Evaluate the Performance of SVM Kernel Functions for 
Multiclass Cancer Classification

Noramalina Mohd Hatta a,1, Zuraini Ali Shah a,2, Shahreen Kasim b,3,*
a Department of Software Engineering, Faculty of Computing, Universiti Teknologi Malaysia, 81310 

Johor Bharu, Johor, Malaysia. 
b Faculty of Computer Science and Technology, Universiti Tun Hussein Onn Malaysia, 86400 Parit 

Raja, Johor, Malaysia. 

Multiclass cancer classification is basically one of the challenging fields in machine learning which a fast 

growing technology that use human behaviour as examples. Supervised classification such Support 

Vector Machine (SVM) has been used to classify the dataset on classification by its own function and 

merely known as kernel function. Kernel function has stated to have a problem especially in selecting their 

best kernels based on a specific datasets and tasks. Besides, there is an issue stated that the kernels 

function have a high impossibility to distribute the data in straight line. Here, three basic kernel functions 

was used and tested with selected dataset and they are linear kernel, polynomial kernel and Radial Basis 

Function (RBF) kernel function. The three kernels were tested by different dataset to gain the accuracy. 

For a comparison, this study conducting a test by with and without feature selection in SVM classification 

kernel function since both tests will give different result and thus give a big meaning to the study. 

Keywords: multiclass cancer classification support vector machine kernel functions machine learning 

SVM classification

1. Introduction 
In bioinformatics fields, genes identifications are responsible for classifying existing disease samples of 
two or more of its variants. As previous study had been done and solved involving supervised learning 
methods such as k-nearest neighbour (KNN), weighted voting approach, support vector machine 
(SVM), linear discriminant analysis (LDA), artificial neural networks (ANN) and Random forest. 
Besides, in cancer classification using microarray data, an increasing number of studies have 
successfully demonstrated the effectiveness of state-of-the art supervised machine learning methods 
such as Support Vector Machines (SVMs). SVMs are defined as powerful classification machine 
learning based on the variety of regularization technique (Niijima and Kuhara, 2005). The SVMs are 
built to learn a function that generates output based on input and for the next new output can be easily 
generated since the old function has learned from the previous case. 
For gene expression data, there are several issues that need to be alert. The main difficulties for solving 
the result of optimization problem is the gene expression data is in a high dimensional with small but 
significant uncertainty in the original labelling’s and the noise of the experimental and measurement 
process and the intrinsic biological variation from specimen to specimen is difficult in enhancing 
optimization (Ramaswamy et al., 2001). Next is gene expression data is tends to redundant, bias and 
confusing problem which make a classification more difficult and causing slow performance and used 
too much time. Lastly, for this such problems can also be posed as optimization problems of minimizing 
gene subset size to achieve reliable and accurate classification (Deb and Reddy, 2003). Previous 
research revealed that a multiclass cancer classification can be classified by SVM and among well-
established and popular techniques for classification of microarray gene expression data, SVM achieve 
the best classification performance (George and Raj, 2011) because of the output was constructed in 
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hyperplane within infinite dimensional space which are linear and nonlinear. 
Moreover, SVM depends on the standard of Structure Risk Minimization by taking into record of the 
likelihood of misclassifying yet to be seen designs for an altered however obscure likelihood 
conveyance of information. It utilizes a direct isolating hyperplane to make a classifier, yet it is difficult 
to partition a few issues in the first info space directly. Be that as it may, it can effectively change the first 
info space into a high dimensional component space nonlinearly, where it is minor to locate an ideal 
direct isolating hyperplane. The standard Support vector machine algorithm is prompts a quadratic 
enhancement issue with bound requirements and one direct fairness limitation. Be that as it may, when 
the datasets are substantial with extensive number of information focuses, the quadratic programming 
solvers turn out to be exceptionally troublesome, on the grounds that their time necessities. 
Furthermore, memory is very reliant on the span of the preparation datasets. 

Thus, this research focuses on evaluate the performance of SVM kernel function in finding the best 
function among linear kernel, polynomial and radial basis function (RBF) kernel.

2. Objectives 
The aim of this project is to analyze the technique of Support Vector Machine (SVM) kernel function of 
linear kernel, polynomial and RBF kernel function that related to multiclass classification cancer. Next 
is to analyze the implementation of SVM classification to get the best kernel function by accuracy and 
computational time on multiclass cancer. Lastly, to evaluate the implementation of SVM kernel 
functions for multiclass cancer classification by obtaining the accuracy and time taken. 

3. Methodology 
In this research, the multiclass cancer classification is the main focus. Firstly, identification of problem 
statement and current methods of this research was identified. The objectives of the study, aim and scope 
were centralized according to all problems listed. Following after that is research planning such as 
methods and operational framework and the data set and library searching. 
Secondly, on the second phase, the preprocessing data set is obtained by collecting all sets of data 
referencing. All the data set has gone through preprocessing step and has undergo normalization of 0 and 
1. Which rescaling the data on training set for maximize the optimization for classification. The datasets 
are DLBCL (Shipp et al.,2002), brain tumor (Pomeroy et al., 2002) and 9_Tumors (Stuanton, 2001). 
Also, in the datasets obtain all the data is converted to MATLAB format (.mat). the dataset and the 
classes species is separated to use in classification. 
Third, at the phase three, the with and without feature selection and implementation of SVM kernel 
function was conducted. The classifiers with different kernel functions namely as linear kernel, 
polynomial kernel and RBF kernel were tested for every datasets in classification after obtaining subset 
from feature selection and without feature selection the data immediately use in SVM classification. The 
rank of genes in feature selection was tested according to a certain subsets and for without selection, the 
actual values of samples against gene were straight away used in SVM classification while using the 
kernels function. 
The final phase was testing and analysing. The classification was happened due to the data set is put onto 
SVM classifier to do their work and at the same time, the process was happened to optimize the SVM 
parameter and get the accuracy of the result. Here, the evaluation on data sets, analysing the data and 
comparing the accuracy result of classification to get the best kernel function will be conducted. 
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4. Result and Discussion 
In Table 1, the performance analysis was executed without feature selection. 

Table 1. Performance analysis of different kernel of SVM 

In Table 2, shows the comparison of different kernel function accuracy result, time taken to build the 
model as the minor analysis against dataset after ANOVA test were done and classification process was 
executed. 

Table 2. Performance analysis of ANOVA test with different kernel of SVM classification

For Table 3, the result shown is the comparison of kernel function accuracy result, time taken to build the 
model as the minor analysis against dataset after Signal to noise test were done and classification process 
was executed. 

Table 3. Comparison accuries given by each algorithm 
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Based on the result from previous section, the high accuracy obtained for the whole dataset by without 
feature selection is linear kernel function. Whilst, the dataset that have high accuracy of 90 percent and 
above is containing the informative genes which makes the accuracy higher. With this, it shows that 
eventhough linear kernel was set a record as best classification of two classes, it also shows that linear 
kernel function is good with multiclass classification. With the domination of accuracy number, shows 
that the function gives a good lesson to the testing dataset for multiclass problem without feature 
selection. Also, with the linear kernel function, it shows that these dataset are suited more with this 
kernel function compared to other kernel function in classifying the data. However, the time taken to 
build the model was evaluated but its shows that the high accuracy need more time to compute the 
classification. And thus, the linear kernel function was selected to be the best kernel function. 
Based on the result from previous section, the high accuracy obtained for the whole dataset for both test 
is linear kernel. But for a Signal to noise ratio feature selection, one dataset give different number 
accuracy which lowering the domination of linear kernel function for the whole feature selection test 
classification result. The data that give one difference is DLBCL dataset with 10 samples. Whilst, the 
dataset that have high accuracy of 90 percent and above is actually containing the informative genes and 
thus the noisy data was lessen. For liner kernel function, with the domination accuracy number, shows 
that the function give a good lesson to the testing dataset for multiclass problem. Also, with the linear 
kernel function, it shows that these dataset are suit more with this kernel function compared to other 
kernel function in classifying the data. In addition, brain dataset have low number of informative gene 
when the selection of genes was made. The dataset shows clearly in the result that when the genes tested 
have high number, the accuracy obtained will be also high. However, the time taken to build the model 
was evaluated but its shows that the high accuracy need more time to compute the classification. And 
thus, the linear kernel function was selected to be the best kernel function.

5. Conclusion 
Cancer classification is one of the challenging tasks especially using a machine learning named as 
Support Vector Machine (SVM). SVM is known to be good in classifying binary classes which it made 
difficult to deal with. Therefore, there are lots of researchers have purposed numerous attempts in 
classifying multiclass cancer using SVM. The main goal was to classify the data to get the best accuracy 
by comparing SVM kernel function by a help of with and without feature selection before the 
classification process. MATLAB 2013b was used in this study to point out the classification by 
performing accuracy of DLBCL, brain and 9 tumors dataset. 
This research was conducted in to help solving the problem statement of this study as well as comparing 
the accuracy by with and without feature selection. In aiming to get which is the best kernel function for 
all the dataset tested, the experiment was performed and the results were recorded. The kernel function 
used for comparison is linear kernel, polynomial and radial basis function (RBF) kernel function. Also, 
these kernel functions give goods result in some datasets. 
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Existence of bioinformatics is to increase the further understanding of biological process. Proteins 

structure is one of the major challenges in structural bioinformatics. With former knowledge of the 

structure, the quality of secondary structure, prediction of tertiary structure, and prediction function of 

amino acid from its sequence increase significantly. Recently, the gap between sequence known and 

structure known proteins had increase dramatically. So it is compulsory to understand on proteins 

structure to overcome this problem so further functional analysis could be easier. The research applying 

RPCA algorithm to extract the essential features from the original highdimensional input vectors. Then 

the process followed by experimenting SVM with RBF kernel. The proposed method obtains accuracy by 

84.41% for training dataset and 89.09% for testing dataset. The result then compared with the same 

method but PCA was applied as the feature extraction. The prediction assessment is conducted by 

analyzing the accuracy and number of principal component selected. It shows that combination of RPCA 

and SVM produce a high quality classification of protein structure 

Keywords: protein structure prediction RPCA robust principal component analysis support vector 

machine 

1. Introduction 
The functional and structural annotation of protein domain is one of the important roles in 
bioinformatics. In this context, protein structure information plays an important information key of their 
structural part also the features related to the biological function (S.S. Sahu et al., 2009) such as 
prediction of DNA binding site, implementation of a heuristic approach to find tertiary structure, 
reduction of conformation search space and also characterizing the folding type of a protein or its 
domain. S. Zhang et al. (2012) state that the exponentially growth of newly discovered protein 
sequences by different scientific community caused a large gap between the number of sequenceknown 
and the number of structure-known proteins. Hence, there exist critical challenges to develop automated 
method for fast and accurate determination of the structures of proteins in order to reduce gap. Therefore, 
there is a compulsory to implement reliable and effective computational methods for identifying the 
structural class of newly discovered protein based on their primary sequences. 

2. Objectives 
The purposes of this research are: 1. To implement Robust Principal Component Analysis (RPCA) to 
determine the number of principal component. 2. To implement Support Vector Machine (SVM) for 
protein structure classification. 3. To evaluate the performance of RPCA and SVM based on accuracy 

3. Methodology 
Firstly, the current issues of protein structure prediction are investigated followed by collecting research 
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materials such as journals, articles, conference paper and others. The data preprocessing conducted to 
gain higher and better prediction success rate and system performance. It also help to minimizing error in 
preparation be validated by machine learning algorithm. Datasets by Ding and Dubchak (2012) filtered 
to remove unnecessary values and information. Research continues by applying Principal component 
analysis (PCA) and RPCA (Croux and Ruiz-Gazen, 2005)) algorithm to extract the essential features 
from the original high-dimensional input vectors. The process continued by experimenting SVM with 
RBF kernel using the reduced and normalized features by PCA and RPCA. The final phase is the 
prediction assessment of the application of RPCA and SVM by the comparison of recognition ratio 
compared between different methods and methods used by previous researcher. Performance testing of 
this research by comparing classification result of protein by overall accuracy that expressed in equation 
1. 

4. Result and Discussion 
The experiment was conducted by using three approaches in order to analyse the performance of RPCA 
and SVM. In order to gives a clear view on performance of RPCA, the method was compared with the 
PCA (the basic of RPCA) and SVM. In order to select the components that contain >60% of variance, the 
number of PC selected are different accordingly. Table 1 shows that number of selected PC in training 
dataset is lower compared to testing dataset. Table 2 shows the accuracy percentage of tested approach 
divided by training and testing datasets. 

Table 1. Number of PC selected for classification

Table 2. Comparison of SVM, PCA + SVM and RPCA + SVM 

Fig 4. Accuracy comparison between techniques.
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Based on this analysis, it can be assume that difference between data characteristic will influence the 
number of sufficient PCs required in both PCA and RPCA approach. Number of PC requires for training 
dataset is less then testing dataset since the size of training dataset is larger so it may contain higher 
information and better interpretation on features compared to testing dataset 
From the results in Figure 1 it can be seen that non-extracted features technique (only SVM) gain a high 
percentage of accuracy (84.25% and 84.16%). However, the result can be doubt since models built on 
extracted features may be of higher quality, because the data is described by fewer, with more 
meaningful attributes. Results obtain by combination of PCA and SVM is 74.79% on training dataset 
and 84.68% on testing dataset. The accuracy on both datasets is quite high but stilllower than 
combination of RPCA and SVM technique (84.41% on training dataset and 89.09% on testing dataset). 
The gap seems to be higher in training dataset may because of the larger number of outliers. RPCA seems 
to perform the best since this method do not influenced much by outliers and its ability to detect exact fit 
situation. 

Table 3 shows the comparison of accuracy percentage of PCA and RPCA combination with SVM. Even 
according by number of component, the RPCA method always seems to lead in terms of accuracy. This 
proves the effectiveness of RPCA approach. Table 3 also shows the increasing pattern of the accuracy for 
both datasets. It can be assume that higher number of PC contain much more data information lead to 
higher accuracy. 

Table 3. Comparison of PCA+SVM and RPCA+SVM based on number of component

L. Singh, G.Chetty and D.Sharma (2012) apply the same dataset (feature vector described by Ding and 
Dubchak, 2001) to predict protein structure using PCA and LDA based in Extreme Learning Machine 
(ELM). According to the Table 4, it can be seen that proposed method used in this research shows 
promising results in term of accuracy obtained compare to the proposed method proposed by L. Singh, 
G.Chetty and D.Sharma (2012). This shows that feature extraction using RPCA and classification using 
SVM is an efficient method for protein structure prediction. It also shows that method proposed by L. 
Singh, G.Chetty and D.Sharma (2012) has drawbacks in due to the outliers and low ability in detection of 
exact fit situation. 

Table 4. Accuracy comparison between method 
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5. Conclusion 
This research focus is on protein structural classification. Protein Structure classification is important 
for identification of protein function. As the protein structure classification n is a first and key step in 
protein structure prediction, it becomes an increasingly challenging task. Recently, the exponentially 
increase of sequence data protein cause the increasing of the requirements for reliable and effective 
computational method for protein structure classification. Protein structure classification is very 
important in bioinformatics field. Proposed feature extraction method, Robust Principal Component 
Analysis (RPCA) combines with Support Vector Machine (SVM) shows that data with extracted 
features can obtain higher accuracy (84.41% for training dataset and 89.09% for testing dataset). It also 
shows that RPCA works well with highly corrupted data especially dataset with outliers. 
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Heart Sounds are important things in the human body that can deliver information related to the heart 

condition. However, a recorded signal such as PCG and ECG that getting through Audicor still contain 

unexpected components or noise while the recording process happens it makes the result data from 

Audicor cannot directly use to recognize the condition of the heart. This research presents signal 

processing and data analysis to suppress the noise of the heart sounds that getting while the process of 

recording data happens. The cleaned heart sound will be processed in feature extraction by using FFT 

and PCA that capable to produce the feature both of the normal and abnormal heart sounds. For the 

normal case, we get the data from some healthy volunteers recorded by using Audicor. While the abnormal 

heart sound we focus to observe the data that contain Ventricular Septal Defect (VSD) that getting from a 

partner hospital. As a result, feature both normal and abnormal heart sounds can be separated. 

Keywords : signal processing  fast fourier transform  principal component analysis  

phonocardiograph  heart sound 

1. Introduction 
In heart auscultation, heart sounds are the most significant cue to recognize heart condition [1]. The 
function of the heart is pumping the blood throughout the body and receive it again after getting the 
cleaning process in the lungs. More specifically the dirty blood with poor oxygen from the body that 
passes through the vein vessel will be transferred from the right side of the heart into the right atrium and 
will be transferred into the right ventricle through the tricuspid valve. Then the blood from the right 
ventricle will be pumped into the lung through the pulmonary valve. After that, the blood flows through 
the small size of the vascular vessel surrounding the air pockets in the lungs to absorb oxygen and release 
carbon dioxide, and then blood will flow back to the heart. On the left side of the heart, the oxygen-rich 
blood will transfer into the left atrium through the mitral valve, then the blood will be going to the 
throughout the body except lungs through aortic valve [7][8][9]. In the pumping process of the blood 
throughout the body, the heart will produce the sound continuously that commonly known as lub and 
dub. Sounds that produced by the heart is coming from the closing of the heart valves. When the tricuspid 
and mitral valve is closing that will produce lub sound known as first heart sounds or S1. Similarly to the 
dub sound or second heart sound (S2), it exists because both the aortic and pulmonic valves are closing 
[10].
Beside S1 and S2 also have other additional heart sounds that consist of the third heart sound or S3, 
fourth heart sound or S4, and murmurs. These three additional heart sounds indicate the abnormal heart 
sounds [11]. 
Heart sounds that are getting through the sounds that produce when the circulation process capable to 
give the information related to the condition of the patient heart [2]. In general, the heart can produce two 
main components in every cycle that consist of the first heart sound and second heart that is commonly 
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known as S3 and S4, where these extra heart sounds have a lower amplitude compared to the main 
component of heart sound (S1 and S2) of the heart sounds [3][4]. Beside S3 and S4 also there are systolic 
and diastolic murmurs. These heart sounds are recording through a portable Audicor that placing in some 
positions in the chase of the patient such as mitral, tricuspid,aortic, and Pulmonic. By using some 
positions of the chase of the patient it can get the time duration and frequency value of the heart sound in 
one cycle. Regarding these parameters, researchers applied their algorithms for doing some observation 
and decide on the condition of the heart sound signals that they are observed. Observation of the normal 
and abnormal heart sounds can be done through the time domain and frequency domain. P.S Vikh et al 
have been conducted and focused their research for detecting the normal and abnormal heart sounds by 
using Short Time Fourier Transform (STFT) and Continuous Wavelet Transform (CWT) [5]. A. 
Gharehbaghi et al created a methodology to classify heart murmurs [1]. S. Barma et al implement third 
heart sound (S3) detection based on non-linear signal decomposition and time-frequency localization 
[6]. 
Andrizal et al use FFT to detect the data pattern categories of the combustion engine based on exhaust 
emission [7]. This paper implements FFT and PCA for feature extraction on normal and abnormal heart 
sounds. For the normal heart sounds are getting through some volunteer that has a normal heart then 
those recorded signal was discussing with a physician to make sure the signal possible to use as a normal 
signal or vise versa. Then for the abnormal heart sounds was used HS that indicate as a Ventricular Septal 
Defect (VSD). VSD is one of the congenital heart disease [15] that existing a hole in the septum of the 
muscle wall that possible to separate between right and left chambers [16] [17] [18]. In normal condition, 
Rich-oxygen blood will be pumped to the aorta then transfer it to the whole body from aorta and lungs. 
Because of the VSD safer, the blood is not directly transferred to whole the body but some blood gets 
push through-hole of VSD into the right ventricle. In the feature extraction approach, firstly will be done 
through the preprocessing technique for the recorded heart sounds that getting from Audicor. 
Preprocessing technique, in this case, is using IIR high pass filterin heart sounds, and for facing the ECG 
signal that getting from Audicor is solved through baseline removal technique, this issue is doing by 
using this method because the recorded data from Audicor is not always stable for the peak value of the 
signal so it can difficult to implement in peak detection approach. Where this peak detection is used to 
obtain the signal reference that needs in the segmentation process. The aim of the segmentation process 
is for dividing the signal into some segments (every cycle) based on peak detection in ECG signal. After 
that, the feature extraction technique is implemented to get the parameter both of the normal and 
abnormal heart sounds. 

2. Material and Method 

2.1. Heart Sounds Auscultation Process 
In the Auscultation process, the research purposed to implement heart sounds analysis according to heart 
anatomy. In normal conditions, physicians normally can measure and observe the condition of the 
patient hearts through a traditional way which is placing the stethoscope on the chest patient.In order to 
measure the sound of the patient heart, four common places normally used for  auscultation process, 
which are mitral, tricuspid, pulmonic, and aortic as shown in the following figure [12]. 
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Fig 1. Measurement process of the heart sounds 

Phonocardigraph is one of the most common methods implemented for heart sounds auscultation. In 
recording the heart sounds, this paper applied the Audicor for getting the heart sounds and 
Electrocardiograph (ECG) signals. The recorded signals are going to be processed and analyzed to 
obtain the characteristic both of normal and abnormal heart sounds. These characteristics will be 
discussed with an expert or physician in heart disease. Then, the recorded ECG signals are used as a 
parameter in the signal processing approach [13]. For supporting data, this research uses data samples 
both of the normal and abnormal. The data as a normal patient is obtaining through some volunteers that 
have a good condition in health. While the sample data that used as an abnormal patient are getting from a 
cooperative hospital. So, the normal and abnormal heart sound we have 20 sample data respectively. 
This paper has some steps in the signal processing approach that can be used for separating the feature 
each of the normal and abnormal heart sounds that consist as follows: 

2.2. Flowchart of The Signal Processing Approach 
There are three steps in the signal processing approach that consists of preprocessing, segmentation, and 
feature extraction as shown in figure 3. 
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Fig 2. Flowchart of the process

The flowchart illustrates the process of the signal processing approach that is used in this research. 
� Firstly the data are recorded through an Audicor that will produce both of the PCG and ECG signals. 
� Raw data from Audicor are going to process through a preprocessing technique. In this stage, data will 
be cleaned from the noise to get the real data of PCG and ECG. In this case, the bandpass filter is 
implemented (BPF) for the PCG signal to suppress the noise that has been got when the recording data is 
happening. However, for ECG signal is used Baseline Removal or Baseline Wandering technique for 
facing the noise before implementing the peak detection. 
� In the stage of segmentation, this research [14] applied wavelet decomposition and reconstruction to 
get the detail and approximation of the frequency difference of the original PCG signal, that is capable of 
separating PCG signals into several parts according to peak detection and implementation of cross-
correlation and normalization cross-correlation to choose the best signal that can be processed in the 
next step. 
� Feature extraction is the most important stage in this research because this stage will produce the result 
that makes us capable to recognize and distinguish between normal and abnormal heart sounds. This step 
implements the FFT and PCA.

2.3. Segmentation Process
Segmentation is the process that implements cross-correlation and normalizes cross-correlation for 
separating the HS signal into some parts. By using peak detection as a reference signal for the cutting 
process of HS signal, the research capable to choose a better signal from some segments that have been 
made previously. This selected signal is getting through cross-correlation as shown in equation 1 dan 
normalize cross-correlation in equation 2.

Equation 1 illustrates the working principle of cross-correlation, where the signal x will be compared 
with signal y and x as a reference signal. The output number will get an indication as a similarity level, 
the high number considered as a high similarity. After that, we create standardize for cross-correlation 
known as normalized cross-correlation. 

3. Results and Discussion 
As mentioned earlier, this literature review will be limited to journals published in 2010 through 2018. 
After facing some steps in signal processing approach such preprocessing for PCG and ECG signals so it 
is continued with the segmentation process for heart sound signals. Where the heart sound signals will be 
classified into some parts based on peak detection that implements cross correlation and normalizes 
cross-correlation results to get the best signal that is going to be processed in the next steps.
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Fig 3. Segmentation Result

In feature extraction, this research use FFT to observe both of the normal and abnormal heart sounds 
based on the amplitude value of the heart sounds signal and this result will be used as an input in a 
statistical data observation on PCA. PCA is used to do the observation and analyze the different 
parameters both of normal and abnormal heart sounds.

Table 1. Summary Statistics (Quantitative data) for Normal HS 
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According to both of the normal and abnormal heart sound data that consist of 20 sample in normal 
condition and 20 sample data for the abnormal condition too, we can see the difference between normal 
and abnormal heart sound through the maximum value of summary statistic table. This condition can be 
more clear by using the graph to separate both of the normal and abnormal HS.

Table 1. Summary Statistics (Quantitative data) for Abnormal HS 

Fig 4. Graph of normal and abnormal heart sounds
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Figure 5 shows the differences between normal and abnormal heart sounds. The normal heart sounds 
indicated by the blue color of the line and the abnormal one shows in the red line. From the tren 
thatshowing in this graph can give the information and separate both of the normal and abnormal heart 
sounds 

4. Conclusion 
This research implements some steps in signal processing that consists of preprocessing, segmentation, 
and feature extraction. In preprocessing and segmentation technique the signal will be processed to get 
the real signal and ready to be used as an input for the feature extraction stage. Feature extraction 
implements FFT and PCA to recognize characteristics both of normal and abnormal heart sounds. For 
the implementation process, this paper use FFT to detect the differences between normal and abnormal 
heart sound based on the amplitude value, and this result also will be used as an input for statistical data 
processing in PCA. While for the PCA itself uses maximum value on the summary statistic table of the 
normal and abnormal heart sounds. These two kinds of normal and abnormal data in summary statistic 
data value successfully show a difference parameter between normal and abnormal heart sounds. 
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Textual information gives us more clear information as it is presented using words and characters, which 

is easy for humans to understand. To extract this kind of information, text mining was introduced as new 

technology. Text mining is the process of extracting non-trivial patterns or knowledge from text documents 

or from textual databases. The purpose of this research paper is to perform and compare keyword 

extraction using statistical and linguistic extraction tools for 120 text documents related to hypertension 

and diabetes disease. In order to draw this comparison, RStudio, a statistical-based tool and TerMine, a 

linguistic-based tool have been used to demonstrate the process of extracting the specified keyword from 

the biomedical literature. Thus, classification evaluation using Naïve Bayes classifier is carried out in 

order to evaluate and compare the performance of the statistical and linguistic approaches using these 

tools. Experimental results show the result of the comparison and the difference between both tools in 

executing extraction keywords.

Keywords: classification biomedical literature hypertension diabetes 

1. Introduction 
Diabetes or medically termed, ‘Diabetes Mellitus’ is categorized as a high blood glucose level that 
results in the deficiency of insulin produced in the body, or the body’s resistance to the effect of insulin 
[1]. Frequent urination, increased thirst and increased hunger are signs of high blood sugar. Diabetes 
mellitus has two types of categories. Type 1 diabetes is insulin-dependent diabetes (IDDM). This type 
occurs when there is no longer insulin or very little insulin produced by the pancreas. The other type of 
diabetes is non-insulin produced by pancreas or the insulin produced is not absorbed effectively by the 
cell in the body [4]. 
Over 246 million people suffer from diabetes worldwide with a majority of them being women. 
According to the World Health Organization (WHO) report, diabetes is ranked fifth as the fatal disease 
with no treatment yet to be reported and the amount of individual diagnosed from this disease is 
predicted to increase to over 380 million by 2025[6]. 
Hypertension also known as high blood pressure can be affected by many factors, such as physical 
inactivity, tobacco and alcohol use. There are almost one billion people who have been affected with 
hypertension or high blood pressure, in which two-thirds are in developing countries according to World 
Heart Federation. According to Centers for Disease Control and Prevention, in 2014, more than 410000 
Americans had lost their lives due to the hypertension that includes 1100 deaths per day. 
This is alarming because it will make the heart work harder to pump blood out to the body and it will lead 
to the hardening of arteries, also to stroke, kidney disease and the development of heart failure [5]. 
Textual information is presented by using words and characters and this will provide a lot of fine 
information for users. Therefore, the purpose of this research is to perform and compare keyword 
extraction using statistical and linguistic extraction tools from text documents related to the treatment of 
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of hypertension and diabetes. 

2. Method 

2.1. Dataset Collection 
The framework of the research will be presented based on the research flow. There are six phases 
established before the end result can be achieved. The following Figure 1 shows the flow of this research 
framework. 

2.2. Research Framework

Fig 1. Research workflow

2.2.1. Phase 1: Collection of Datasets 
The most important step r to initiate this research is to collect the datasets. The datasets are collected 
mostly from the Internet as most of the papers related to the research can be downloaded easily. The text 
documents used in this researchare is 60 hypertension and 60 diabetes journals and research papers 
collected from PubMed website, https://www.ncbi.nlm.nih.gov/pubmed/. PubMed has been chosen 
because PubMed comprises more than 30 million citations for biomedical literature from MEDLINE, 
life science journals and online books (PubMed). The documents are selected based on biomedical texts 
that consist keywords related to hypertension and diabetes. 
The keywords used to search the biomedical literature are “hypertension” and “diabetes”. For the 
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keyword “hypertension”, as the first result after inserting the keyword in the search bar, 516,525 
resources were shown. There are many resources but some of the documents were already outdated as 
they had been published since year 1990 and above. Therefore, after applying the publication dates filter 
for 5 years, there were 107,907 resources left. For the keyword “diabetes”, as the first result after 
inserting the keyword, 717,782 resources were shown. The publication dates filter for 5 years was also 
applied to this keyword and the results show that there were 2017,116 resources shown within the range 
of 5 years. 

2.2.2. Phase 2: Text Pre-processing
During this phase, text pre-processing is done in order to make sure that the important keywords are 
included in the text. There are two types of text pre-processing involved in this research, which are 
statistical and linguistic pre-processing. There are many types of phases in text preprocessing, but in this 
research, the phases involved are data cleaning, stop word removal, stemming and part-of-speech (POS) 
tagging. 

a. Statistical Pre-processing 
The statistical pre-processing was carried out using the RStudio tool. The tool can be downloaded from 
the website https://www.rstudio.com/products/rstudio/download. After installing the RStudio, the R 
tool must be installed in the computer in order to make sure that RStudio is functioning.; the tool can be 
downloaded from the website https://cran.rproject.org/bin/windows/base/. 
In the statistical pre-processing, the phases involved are data cleaning, stop word removal and 
stemming. The data cleaning phase includes a few steps such as characters conversion into lowercase, 
numeric removal, punctuation removal and whitespace removal. Stop word removal is a phase where the 
number of common words used in the text document is reduced. Next, for stemming, words in the text 
documents will be classified in terms of their root or stem words. All the three phases were done by 
running the command in Rstudio. 

b. Linguistic Preprocessing
This process helped in finding named entities and improved the selection of nouns or other important 
words from a document [7]. All related terms were identified by applying POS tagging, extracting word 
sequences of adjectives or nouns and stop-list. The linguistic pre-processing was done using the 
TerMine tool. 

2.2.3. Phase 3: Keyword Extraction
After the pre-processing for the biomedical literature was complete in the previous phase, this phase is 
all about the keyword extraction on the text documents. The tools in this phase are the same tools used in 
the previous phase which are RStudio and TerMine. 

a. Statistical Approach using Rstudio 
RStudio is an integrated development environment (IDE) for R. RStudio includes a console, a syntax-
highlighting editor that supports direct code execution, and tools for plotting, history, debugging and 
workspace management. RStudio provides the most widely used open source and it is enterprise-ready 
and it can be run on the desktop or in a browser that was included with RStudio Server or RStudio Server 
Pro. Term frequency is used as the method of statistical feature in order to measure the keyword. Term 
frequency indicates how often a word occurs in a text document.
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b. Linguistic Approach using TerMine 
TerMine is an online text mining tool by The National Centre for Text Mining (NaCTeM). The TerMine 
demonstrator combines the c-value multiword term extraction and AcroMine acronym recognition. The 
demonstration system will explain the input resources by recognising the multiword term by c-value and 
acronym recognised by AcroMine. 
The method of the linguistic feature used in this research to measure the keyword is c-value. By using c-
value, the result from the keyword extraction will be represented with the c-value score. C-value 
combines the linguistic and statistical analyses as it is a domain-independent method for automatic term 
recognition (ATR).

2.2.4. Phase 4: Term Selection
During this phase, the selection is completed by selecting through exact selection criteria. For the 
statistical approach, the term frequency higher than, or equal to 30, is selected, and for the linguistic 
approach, the c-value score higher than, or equal to, 3 is selected. Term selection is used because the 
range of the targeted extracted keyword is in the range of 80 to 120. Term selection can help in improving 
the prediction performance in classifying the data as it removes unnecessary features within the 
document [3]. 

2.2.5. Phase 5: Classification Technique 
Weka tool accepts only the Arff file format. Hence, ArffViewer in Weka is available to convert other file 
formats into the Arff file format. Classification is completed by choosing the right classifier in Weka. In 
this research, the classifier used is Naïve Bayes classifier. The method used to train the data is the K-fold 
cross-validation. 
Naïve Bayes is a simple Bayesian Network that assumes on finding nodes that are restrictively 
independent of each other [10]. The term represents that there is restrictive independence among the 
features or attributes. The probability parameters are predicted from the training data where the 
parameter predicted from the data is completed by using maximum likelihood estimation [9]. 
K-fold cross-validation is a good evaluator for acquiring the error rate of a learning algorithm [8]. This 
method is one of the most popular and practical methods because it is simple and it has an obvious 
universality. It is also used to evaluate the probability of an evaluator [2]. 

2.2.6. Phase 6: Evaluation of Result 
The final phase of this research is to evaluate the result. After producing the result, the result will be 
analysed and evaluated using performance measurement. The measurement of the performance of the 
classification task in Weka will be using the precision, recall and F-measure. Precision measures the 
exactness of a classifier. A higher precision means less false positives, while a lower precision means 
more false positives. Recall measures the completeness, or sensitivity of a classifier. Higher recall 
means less false negatives, while lower recall means more false negatives. Precision and recall can be 
combined to produce a single metric known as F measure, which is the weighted harmonic mean of 
precision and recall. The main advantage of using F-measure is that it is able to rate a system with one 
unique rating. 

3. Result and Discussion 
True Positive (TP) gives information on how often the data that correctly classified the document is 
related to the diseases. False Positive (FP) refers to how often the data that classified the document was 
related to the diseases when there was no relation at all. Next, True Negative (TN) is to see how often the 
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data that correctly classified the document was unrelated to the diseases. Finally, False Negative (FN) 
deals with how often the data that classified the document was not seemingly related to the diseases but 
in fact, was related. 
Figure 1 shows the result of performance measurement for both statistical and linguistic based tools. For 
the statistical-based tool, the average precision value is 0.588, the recall value is 0.592and the F-measure 
value is 0.590. There is less difference between precision and recall. This is probably because the values 
of false positive (FP) and false negative (FN) are close to each other. 

Fig 2. Performance measurement result

Table 1. Result of database hypertension and diabetes using Naïve Bayes 

4. Conclusion 
For the linguistic-based tool, the average precision value is 0.708, the recall value is 0.733, and F
measure is 0.694. The result of the linguistic-based tool is obviously higher compared to the result of the 
statistical-base tool. The higher the F-measure value, the better the predictive classification procedure. A 
score of 1 means the classification procedure is perfect while the lowest possible Fmeasure is 0. In this 
research, the value of 0.694 is near-perfect because the F-measure value is nearest to 1 instead of the 
value of 0.90. Therefore, the result from the linguistic-based tool is better than the statistical-based tool. 
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