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FACE SKETCH GENERATION USING EVOLUTIONARY 
COMPUTING  

N K Bansode 1 and P K Sinha 2 
1Department of Computer Engineering, College of Engineering, Pune 

A B S T R A C T

In this paper, an evolutionary genetic algorithm is used to generate face sketch from the face description. 

Face sketch generation without face image is extremely important for the law enforcement agencies. The 

genetic algorithm is used for generating face sketch through several iterations of the algorithm. The face 

image description is captured through graphical user interface just by clicking options for each face 

features. Face features are used to extract face images and generate initial population for the genetic 

algorithm. Genetic operators such as selection, crossover and mutation are used for next generation of 

the population. The Genetic algorithm cycle is repeated until the user is satisfied with face sketch 

generated. The novelty of the paper includes face sketch generation from face image description. The 

result shows that evolutionary based technique for sketch generation produces the desired face sketch. 

KEYWORDS : Evolutionary Computing, Genetic Algorithm, Face Sketch Generation 

1. INTRODUCTION 
Face plays an important role in person identification and conveys a verity of demographic information 
like age, gender, and emotions. We can recognize a familiar person and remember for several years. 
There are several applications of automatic face recognition such face authentication, face movement 
tracking, security, and surveillance.  In Investigation, witness or victim of the crime provides the 
description of an attacker or any other source of information related to crime. Witness plays a very 
important role to give valuable information regarding the crime. Sometimes the attacker face image is 
not available in such cases, an artist help is taken to generate face sketch from the description given by 
the witness. 
Employing artist for face sketch generation is time consuming and tedious tasks. The cognitive 
interview process is used to obtain information from a witness of the crime regarding the facial 
description of the suspect.  To enable a computer to generate face sketch from the description involves 
an automation of conceptual sketching. Face composite systems were developed as alternate systems to 
the sketch artist. The face composite generation consists of a selection of the face features matching with 
target face and assembling together in the face frame. In the past several years, face composite systems 
were developed with the use of new technology for composite generation. The problem with face 
composite system is that, the limited number of the face features supported for face composite 
generation. The advanced face composite systems consist of large dataset of the facial features.  
The recent face composites are generated using evolutionary genetic algorithm [1]. The evolutionary 
algorithm generates a variety of the faces by evolving face through several generations. The user 
(witness) selects the best matching face in the current population and new faces are generated through 
the process of face evolutions. The process stops when the generated faces are similar to the target face.   
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2. RELATED WORK  
Face sketch generation systems developed in the past from sketch artist to the modern intelligent 
algorithm such as a genetic algorithm. The face composite systems developed using   technological 
support available at the time of development of the composite systems. Due to technological 
advancement, a variety of the face composite systems developed over the period of the time [2]. The 
study of such systems presented in the following paragraphs. Xiaoou Tang and Xiaogang Wang [19] 
presented photo retrieval system using sketch drawing. Face photo recognized using sketches. Face 
features such as shape and texture calculated by eigen transformations. Hao Wang and Kangqiao Wang 
[6] used feature extraction and image based face drawing.  Hough transforms used for face component 
detection such as eyes and intensity valley information to locate the pair of iris. Xiaoou Tang and 
Xiaogang Wang  [20] described face recognition system using face sketches. A database of face photo 
and sketches of 188 people is used for photo retrieval. The image of face photo and sketch represents the 
different form of the image. Photo image represented by grayscale values and texture information, while 
sketches presented only by the grayscale values. In order to match sketch with the photo, the photo 
image converted into the sketch image. i.e. a database of photo image  transformed into a database of 
sketch images. The eigenface recognition used to recognize face sketch in the database. 
Hong Chen et al. [5,8,9] attempted to generate example based composite sketching of human portraits. 
The method for drawing face composite similar to the method used by the artist used for drawing of the 
picture. Fan Yang [3] presented non-parametric generation of example based human facial sketch. The 
conditional distribution of pixels in sketch image used to generate sketch. Hao Wang [7] attempted to 
draw a face using active shape models and parametric morphing.  
Futoshi Sugimoto et al [4] presented drawing of a facial image in users mind using psychometric space 
model of the face. An image in user mind represented as psychological space model and image sketch 
considered into the different model of drawing. The genetic algorithm used to search image. Fuzzy 
reasoning is used to calculate the fitness of images generated by the genetic algorithm [15]. The process 
is repeated until the user gets satisfied or maximum number of generations are completed. Junji Nishino 
and Tomonori Kameyama [10] explained the process of caricature drawing using linguistic variables for 
the face features. Mayada F and Abdul Halim et al [11] described a system for facial composite 
generation using the genetic algorithm. The system consists of two step process. In step one, a database 
of facial part is created. In the second step, the genetic algorithm is used for reconstructing the facial 
composite image likeness to the facial composite image in mind of the witness. The recognition based 
strategy used to recognize the image rather than to recall the image.  Additional tools for painting, 
smoothing, and sharpening used to enhance quality of the facial image.     
Masashi Yamada et al [12] used the genetic algorithm to draw a logo. The picture of logo consists of one 
string and two images. Stuart Gibson et al [16] presented a facial composite system using an 
evolutionary algorithm. Global and local model for face features used for drawing face composite. 
Shape and texture for training images are derived and treated as the appearance model for the face. A 
witness is presented with virtual faces and allowed to determine likeness and ranking of each face by 
comparing with the target face. Three variants of evolutionary algorithm used and their performance 
measured using the virtual witness. Pong C, Yuen and C H Man [13] performed an experiment for 
human face searching using the face sketch images. 
The literature survey for face composite generation indicates that several face composite systems were 
developed and the performance of these face composite systems was   low.  In this paper, we have 
implemented new approach for face sketch generation algorithm to generate face sketch from face 
image description.  
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3. METHODOLOGY  
The face sketch is generated using the process of the evolution. The genetic algorithm evolves the faces 
through several generations. The genetic algorithm is a search and optimization technique based on 
Darwin’s principal of the “survival of the fittest”. Face sketch generation system based on the genetic 
algorithm is an advanced process of the sketch generation which evolves the face using genetic 
operators. The Genetic algorithm is described in the following sections.  

3.1 Genetic Algorithm 
Genetic Algorithms are an evolutionary procedure that finds the solution to problems using the 
mechanics of natural selection. Genetic algorithms are used in the problem where the finding solution is 
difficult, but due to the probabilistic nature these algorithms gives optimal solutions. In the cycle of the 
genetic algorithm as shown in figure 1, it starts with an initial set of random solutions called population. 
Each individual in the population is called as chromosome, representing the solution to the problem to 
solve. During each generation, the chromosomes are evaluated using some measure of fitness [21]. This 
fitness of individual solution string is used to create the next generation, a new chromosome are formed 
by three essential operations: selection, crossover, mutation. The process of the genetic algorithm cycle 
is shown in Figure 1. 

3.2 Genetic Operators 
Selection is a process in which individual strings are copied according to their objective (fitness) 
function values. Copying strings according to their fitness value uses means that strings with a higher 
fitness value will have a higher probability contributing one or more offspring in the next generation. 
The crossover is a process of merging two chromosomes from current generation to from two similar 
offspring’s. The mutation is a process of modifying a chromosome and occasionally one or more bits of a 
string are altered while the process is being performed. The flowchart of the genetic algorithm is shown 
in Figure 2 

Figure 1:  Genetic Algorithm Cycle 
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Figure 2 :  Genetic Algorithm flowchart 
Table 1: Face features description parameters  
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Figure 3 : Graphical user interface for face description 

3.3 Face Sketch Generation Algorithm  
The face sketch is generated using evolutionary genetic algorithm based on the facial feature description 
provided by the user. Table 1 shows the face features description and the possible parameter values. The 
graphical user interface is designed as shown in Figure 3 for capturing the facial parameters. The facial 
description entered through the GUI is used to extract  faces which are resemble to the feature 
descriptions. The faces collected from the description used as initial population for the genetic 
algorithm. The genetic algorithm works on these faces is given below: 
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Figure 4 :  Face Skecth Generation (Initial Young Population) 

Figure 5: Face sketch Generation (Initial Old Populations) 
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4. RESULTS  
The face sketch generation from the face features description is performed based on the evolutionary 
genetic algorithm. This system developed for automatic face sketch generation similar to the sketch 
artists.  Face sketch generation for two types of population such as young and old population is 
implemented as shown in Figure 4 for young population and Figure 5 for old population. The genetic 
algorithm parameters such as population size, crossover rate and mutation rate are specified for each 
type of the population. The population after the 20 generations are converged and shown in Figure 6 for 
young population. The mean square error is measured for every generation and shown in Table 2 and 3. 
The two face datasets used for sketch generations [22, 23]. Figure 7 and 8 shows graph for the mean 
square error in each generation. The average mean square error is reduced in each generation. 

Figure 6:  Population after 20 generations 

 Table 2: Final Population after 20 Generation (Young Population) 
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Figure 7:  Graph of MSE (Young Population) 
Table 3: Final Population after 20 Generation (Old Population) 
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Figure 8:  Graph of MSE (Old Population) 

5. CONCLUSIONS 
In this paper, we have performed the experiment for face sketch generation based on evolutionary 
genetic algorithm. The face is described using facial feature description such as gender, age and shape. 
The face other features such as size of left eye, right eye, left eyebrow, right eye brow, nose and mouth 
are captured through the graphical user interface as shown in Figure 3. The face sketch generation using 
face description based on genetic algorithm is novelty concept implemented in paper. Genetic algorithm 
works on the population of face and evolves through several generations. In each generation, the faces 
with higher fitness value retained and the faces with the lower fitness value are removed. Thus, genetic 
algorithm iterates through the several generation until the desired face is generated.  
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FUZZY-CLUSTERING BASED DATA GATHERING  
IN WIRELESS SENSOR NETWORK

Arezoo Abasi  and Hedieh Sajedi 
Department of Mathematics, Statistics and Computer Science, College of Science, 

University of Tehran, Tehran, Iran 

A B S T R A C T

Wireless Sensor Networks (WSN) is spatially distributed, collection of sensor nodes for the purpose of 

monitoring physical or environmental conditions, such as temperature, sound, pressure, etc. and to 

cooperatively pass their data through the network to a  base station. The critical challenge is to minimize 

the energy consumption in data gathering and forwarding from sensor nodes to the sink. Cluster based 

data aggregation is one of the most popular communication protocols in this field. Clustering is an 

important procedure for extending the network lifetime in wireless sensor networks. Cluster Heads (CH) 

aggregate data from relevant cluster nodes and send it to the base station. A main challenge in WSNs is to 

select suitable CHs. Another communication protocol is based on a tree construction. In this protocol, 

energy consumption is low because there are short paths between the sensors. In this paper, Dynamic 

Fuzzy Clustering data aggregation is introduced. This approach is based on clustering and minimum 

spanning tree. The proposed method initially uses fuzzy decision making approach for the selection of 

Chs. Afterward a minimum spanning tree is constructed based on CHs. CHs are selected efficiently and 

accurately. The combining clustering and tree structure is reclaiming the advantages of the previous 

structures. Our method is compared to the well-known data aggregation methods, in terms of energy 

consumption and the amount of energy residuary in each sensor network lifetime. Our method decreases 

energy consumption of each node. When the best CHs selected and the minimum spanning tree is formed 

by the best CHs, the remaining energy of the nodes will be preserved. Node lifetime has an important role 

in WSN. Using our proposed data aggregation algorithm, survival of the network is improved. 

KEYWORDS : Sensor networks; Energy efficiency; Data aggregation; Fuzzy decision making.

1.INTRODUCTION 
Wireless sensor network (WSN) is a collection of thousands of low-cost, low power electronically 
programmable devices, which are deployed in a monitored area in stochastic manner [2]. In this area, 
there is no opportunity for maintenance and battery replacement for the most of the applications, which 
use the sensor nodes to surveillance the remote field [1]. Potential applications of sensor networks 
include Industrial automation, Automated and smart homes, Video surveillance, Traffic monitoring, 
Medical device monitoring, Monitoring of weather conditions, Air traffic control, Robot control. 
The most-distinguishing attributes of nodes used in WSNs are the limited power supply, storage 
capacity and communication bandwidth required. In WSN, bandwidth utilization and energy saving is a 
very important criterion for any existing and new applications. Normally, data collected from WSNs are 
large which makes it essential to eliminate redundant data, minimize the number of transmissions, and 
improve the energy consumption. The effort to reduce the number of data packet transmission with the 
in-network processing is called data aggregation [3]. 
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Our sensor's battery is limited. The lifetime on each node depends on the power that has significantly 
affected the relationship between the nodes. One of the accurate requirements of these nodes is the 
efficient use of the saved energy. Multiple algorithms have been designed for impressive handling of 
nodes energy in WSNs using several clustering schemes [4, 5]. Optimal data aggregation can save nodes 
energy. In this sensor network, data are gathered by the sensor nodes from our study area. There is a data 
transmission method that merges data from several sensor nodes into one pack, which is data 
aggregation. Decreasing the disjointed communication at different levels and in turn to reduce the total 
energy consumption is the main aim of data aggregation.  
There are dissipated different amounts of energy to process raw data. There are two popular protocols: 
Cluster based data aggregation [6] and Tree based data aggregation [7]. Some of WSNs consists of 
clusters, in which each cluster has a CH. CHs have a significant impress in network lifetime. An ideal 
CH is the one, which has the highest residual energy, maximum number of neighbour nodes around the 
CH and the shortest distance from the base station[8]. Whatever the selected CH is more similar to the 
ideal CH, network lifetime is increased.  
We can use Multiple Attribute Decision Making (MADM) approach to select CHs with multi criteria 
[9]. This method quantitatively selects alternatives based on their multiple criteria. The main problem is 
the difficult estimation of the exact values of all the criteria. Synchronous consideration of all criteria in 
CHs selections can be used MADM approach. In case of multi criteria, fuzzy based MADM 
methodologies are efficient and impressive [10, 11]. 
In this paper, we proposed a hybrid approach called DFC data aggregation, which gathers and combines 
data and avoids redundant data transformations, therefore successively reduces power consumption and 
bandwidth.  
Proposing DFC data aggregation, we preserve the advantages and minimize the disadvantages of the 
clustering and tree based approaches. We use DFC data aggregation to extend the lifetime of WSNs and 
energy consumption of sensor nodes. The optimized CHs are selected to spread energy efficiently using 
multi criteria. CHs are selected based on the residual energy, the number of neighbour nodes and 
distance from the base station. After cluster formation, CHs receive data from member nodes in clusters, 
aggregate data and send it to the base station. A spanning tree covers all the sides as vertices and consists 
no cycles. The tree is constructed in the procedure that the node with the smallest identifier is chosen as 
the root [10, 12]. All the nodes with the shortest path conjunct to the selected root. The protocol requires 
that each node exchange configuration message in a specific format, which contains its own identifier, 
its chosen root, and the distance to this selected root. Each node updates its configuration message upon 
identifying a root with a smaller identifier or the shortest-path neighbour.  In addition, the neighbour for 
which the shortest route configuration message comes from is chosen as the parent of a node whenever it 
is detected. 
In this paper, we employ multi criteria decision-making approach, Fuzzy Analytic Hierarchy Process 
(FAHP) and hierarchical fuzzy in clusters on WSNs [13, 14]. The Analytic Hierarchy Process (AHP) 
considers a set of assessment criteria, and a set of alternatives among which the best decision is to be 
made. The AHP generates a weight for each evaluation criteria according to the comparisons of the 
criteria. The superior the weight, the more significant the corresponding criterion. The AHP method 
could improve the network lifetime significantly. 
In this research, we also analyse other methods, including Low Energy Adaptive Clustering Hierarchy 
(LEACH) [14], Tree Dara Aggregation (CTDA) [16], Modified Cluster based and Tree based Data 
Aggregation (MCTDA) [16], and Cluster based and Tree based Power Efficient Data
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Collection and Aggregation (CTPEDCA)[17]. We compared our proposed method with these 
mentioned methods in terms of energy consumption and the amount of energy remaining in each sensor 
network lifetime. 
Simulation conclusions illustrate that our proposed approach is more efficient than LEACH, CTDA 
MCTDA and CTPEDCA algorithms considering energy consumption.  The remainder of this paper is 
organized as follows. Section 2 is about previous work. In Section 3, we describe our system model. The 
proposed algorithm is explained in Section 4. Section 5 describes the experimental results and 
discussions and finally Section 6 concludes the paper. 

2.PREVIOUS WORK 
Energy efficiency is one of the key design requirements in battery-powered wireless sensor networks. 
One important solution for it is to minimize the number of transmitted message in the network [18]. 
Several works have been done on data aggregation in wireless sensor network that reduce the power 
consumption. Clustering in WSNs is an effective procedure to decrease the energy consumption of 
sensor nodes. In cluster based routing algorithms for wireless networks, LEACH is famous because it is 
simple and efficient. In LEACH, CH nodes are selected randomly and all the non-CH nodes are formed 
based on the received signal power from the CHs. In LEACH each node can become a CH, there is no 
pattern in electing CHs and all nodes have the same chance to be a CH, thus LEACH is not efficient. CHs 
are selected randomly and the energy is divided between all the nodes equally. CHs aggregate all 
received data from all nodes in the clusters [15]. 
LEACH forms clusters based on the received signal strength and use the CHs as portals to the sink. All 
the data processing like data fusion and aggregation are locally accomplished into the cluster. CH is 
selected periodically among the nodes of the cluster. LEACH forms distributed clusters, where nodes 
make independent decisions without any concentrated control. In LEACH, each CH has a straight 
communicates with the base station no matter the distance is close or not. 
When the network is massive, the communication between CHs and the base station consumes much 
energy for the long distance transmission. In LEACH, the size of clusters can be increased if the number 
of CHs is reduced. This makes induced excessive delays introduced by the number of nodes in the same 
cluster [19, 20]. 
The work in [21] presents the hybrid approach for cluster-based aggregation, which adaptively selects 
the appropriate data aggregation function. This paper shows an improvement in energy consumption 
with the velocity of the target. Dynamic clustering shows better performance when velocity of the target 
is high. 

CTDA is a hybrid cluster and tree based algorithm and is proposed for data aggregation. It employs a 
data aggregation mechanism in the CH to lessen the amount of data transmitted. Therefore, CTDA 
decreases the energy dissipation in communication. CTDA decreases data transfer volume so it 
enhances energy efficiency and attains the purpose of saving energy of the sensor nodes. CTDA 
decreases the number of nodes, which directly send data to the base station. 
In WSN with constrained energy, it is inefficient for sensors to select CHs randomly. CTDA method 
does not perform any calculation in choosing the CHs and select CHs randomly. It is nonoptimal to 
selected CHs by chance because it imposes an additional burden to the network. CTDA does not 
consider the amount of remaining energy in the nodes and it increases the wasted energy and decreases 
the lifetime of the network [16].
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In MCTDA method, minimum spanning tree does not do data aggregation and only data of Chs by tree 
structure is sent to the base station [22].  CTPEDCA uses the full distribution in hierarchical WSNs. 
CTPEDCA is based on clustering and Minimum Spanning Tree routing strategy for CHs and the time 
complexity is small. CTPEDCA can balance the energy consumption of all the nodes, particularly the 
CH nodes in each round and extend the lifetime of the networks. In each round, CTPEDCA allows only 
one CH communicate directly to the base station. In CTPEDCA, a CH with the maximum remaining 
energy is selected as the base, CH0. CH0 constructs a minimum spanning tree between all CHs and 
broadcasts tree information for all the CHs. If the number of CH is K, K-1 CHs send data only to CH0 
and Ch0 transmit data to the base station. The disadvantage of this method is the network is dependent on 
the CH0. CH0 is placed under pressure and needs a lot of energy. If CH0 is failed, the network also 
failed. When the base station is too far, this method is not useful [17]. 
In WSN, improving the energy performance and maximizing the networking lifetime are the main 
challenges. For this reason a hierarchical clustering scheme, called Location Energy Spectral Cluster 
Algorithm (LESCA) is proposed in [23]. LESCA specifies the number of clusters in a WSN 
automatically. It is based on spectral classification and considers the remaining energy and some 
properties of nodes. LESCA uses the K-way algorithm and proposes new features of the network nodes 
such as average energy, distance to the base station, and distance to cluster centers in order to determine 
the clusters and to elect the cluster’s heads of a WSN. If the clusters are not constructed in an optimal 
way and/or the number of the clusters is greater or less than the optimal number of clusters, the total 
consumed energy of the sensor network per round is increased exponentially. 

3.MODEL DESCRIPTION AND ASSUMPTIONS 
In this work, we consider a multi-hop WSN consisting of n stationary and location-aware sensor nodes, 
denoted by {s1,s2,...,sn}, which are distributed randomly throughout an area. The network contains the 
sink node denoted by s0 in a preassigned location that collects data from all sensor nodes. 
In our proposed study, we consider the following assumptions: 
• All the nodes know their location and nodes are distributed randomly in the experimental    area. 
• The base station has no energy constraint and is located at the top of the area. 
• The initial number of CHs is constant and does not change over time. 
The superiority of protocols is changed because there are different presumptions about the radio 
features, such as energy dissipation in transmitter and receiver modes. In our plan, a simple model is 
used for the radio energy dissipation, which is the transmitter, power amplifier, and receiver dissipates 
energy to run the radio electronics [24]. The distance between the transmitter and the receiver is used for 
the free space (d2 power loss) and the multipath fading (d4 power loss) channel models. 
In general, the free space (fs) model is used when the distance is less than a threshold d0 and if more than 
the threshold d0, the multipath (mp) model is used [24].

Therefore, when n bit data message is transmitted over a distance d to achieve an acceptable signal, the 
energy expended by the radio ETX  can be expressed as Eq. (1).  
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where, εfs is the energy consumed by the amplifier to transmit at a shorter distance. εmp is the energy 
consumed by the amplifier to transmit at a longer distance. Eelec is the energy dissipated in the 
electronic circuit to transmit or receive the signal, which relied on agents such as the digital coding, 
modulation, filtering and spreading of the signal.  is the radio energy consumed to receive this message, 
which is calculated by Eq.(2).

4.DYNAMIC FUZZY CLUSTERING (DFC) DATA AGGREGATION  
This paper proposes an algorithm for data aggregation called Dynamic Fuzzy Clustering (DFC) data 
aggregation. DFC data aggregation uses the concepts of cluster and tree based algorithms. The main 
idea of the cluster based routing is to lessen the amount of data transmission via engage the data 
aggregation mechanism in the CH. DFC data aggregation decreases the energy dissipation and saves the 
residual energy of the nodes. DFC data aggregation has three steps:  
• CHs selection 
• Cluster construction 
• Tree formation of Chs 
 
Our proposed method is inspired from two approaches named Pareto Optimal Solutions [25-26] and 
Fuzzy TOPSIS. At the beginning of the network, we select CHs based on Fuzzy TOPSIS [8]. The 
clusters are formed based on the distance between nodes and CHs. Then, the tree is organized due to CHs 
situation. This process continues until the first CH dies or the CH energy gets lower than a defined 
threshold. In this case, we determine CHs based on Fuzzy TOPSIS again. We determine the CHs based 
on maximizing the amount of energy efficiency. Although the initial number of CHs is assumed 
constant, it can decrease clustering the performing of the algorithm. 
The number of CHs is related to the several parameters, i.e., network topology, residual energy of nodes, 
and the relative costs of calculation versus communication. The iteration of the mentioned steps creates 
rounds in DFC algorithm.  In the sequel, we describe the steps of DFC data aggregation. 
 
4.1.CH selection  
Multi Criteria Decision Making (MCDM) techniques have been applied to quantitative decision making 
problems [27]. MCDM can be divided into two main categories. Multi-attribute decisionmaking 
(MADM) approach [24] is one of the main categories of MCDM techniques. On the other hand, multi 
objective decision-making (MODM) [25] is another main category in MCDM techniques.  
In this paper, we use MODM (Pareto optimal technique) and MADM (fuzzy TOPSIS) for selecting Chs.

MODM (Pareto optimal technique) 
The Pareto optimal solutions introduced by the economist Vilfredo Pareto [26]. Pareto technique 
determines the solution space which solutions are non-dominated. Pareto solution space specifies an 
area which comprising of all conceivable solutions in multi objective decision making problems. The 
solution space is classified into three groups, namely, completely dominated, neither dominant nor 
dominating and non-dominated. 
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MADM (fuzzy TOPSIS) 
It is often difficult to determine the exact values of attributes of the sensor nodes [8]. Thus, we use a 
fuzzy approach to determine the comparative significance of criteria instead of exact values. In this 
algorithm, five fuzzy linguistic variables are considered. Figure 1 illustrates the fuzzy triangular 
functions. The triangular membership functions are determined in Table 1. 

Table1. Transformation of fuzzy triangular membership function

Figure 1. Fuzzy triangular functions 
TOPSIS approach has contributed to solving the decision-making problems. In fuzzy TOPSIS 
approach, decision matrix has “m” alternatives and “n” attributes that could be assumed as a problem of 
“n” dimensional hyperplane has “m” points whose location is given by the value of their attributes [10]. 
i, j, respectively are   and  . The decision matrix is as the following:

The weight of the th column of matrix A is shown as (4):
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where  and   are fuzzy numbers. We have determined 0.5, 0.25, and 0.25 weights to the remaining 
energy, number of neighbours, and distance from the sink s0, respectively. P is a fuzzy decision matrix, 
which is normalized as the follow: 

F is the weighted, normalized fuzzy decision matrix. 
 

In order to simplify the above matrix  we summarize it as follows:

The best conceivable solution is the shortest distance from the ideal solution, and the worst conceivable 
solution is the furthest distance from the ideal solution. 
 
The best and the worst solutions are obtained from the weighted, normalized fuzzy decision matrix 
given by (6). The Best Solutions are defined as  and  is an acronym for the Worst Solutions: 

The worst solutions are defined as:

We select a solution which is the nearest from the best conceivable solution and the furthest from the 
worst ideal solution. The distances of each alternative from the best solution and the worst solution are 
the separation measures. Distance of Best Solutions (DBS) and Distance of Worst Solutions (DWS) are 
given as: 

Rank indices of TOPSIS are estimated as: 
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Superior TOPSIS rank nodes are selected as the CHs. Each selected CH gets a unique identifier (ID). 

4.2.Cluster Construction  
All the selected CHs disseminated identity message to non-CH nodes in the network. Each node 
calculates the distance from all the CHs then joins to the cluster, which has the minimum distance from 
its CH. K specifies the number of CHs. A distance matrix is used for re-clustering nodes based on the 
distance to the selected CHs. The distance metric used here is the Euclidean metric. The Euclidean 
distance between CH and a node is relying on their situations. Consider X and Y are two nodes, i and j 
demonstrates two node locations. Euclidean distance is calculated based on Eq. (12):

Each element in the distance matrix represents the difference between the CH and the node. After cluster 
formation, each CH is accountable for gathering the data from all the nodes in the cluster. When a 
framework (of data) from all the nodes in the cluster is consummated and aggregation is performed, each 
CH dispatches the framework to the base station. The proceeds of reclustering and data transportation is 
continued for R rounds until all the nodes being dead. If the number of nodes in the cluster gets smaller 
than the predefined threshold, the cluster is merged with the neighbouring clusters.  

4.3.Tree formation of CHs and Data transmission  
After cluster formation, the CH sends message to all non-cluster nodes in wireless sensor network which 
includes the CH ID, location, cluster size (for example the number of nodes in each cluster),  and 
remaining energy. CHs also send their data and location to the base station. Base station prepares a 
minimum spanning tree based on the position of CH nodes so the minimum spanning tree is between CH 
nodes and the base station. In this plan, CHs use free area channel model to send data to the base station.  
In each round, the minimum distance from a vertex to another vertex is chosen based on the location of 
CH nodes in the tree. Combining data from several sensors used for removing the redundant 
transmission. Non CH nodes send their data by the framework to the CH while they are in transmission 
mode, so data transmission is broken into frameworks. Nodes could dispatch their data without any 
collision in the network. In this research, we assumed that nodes are all the time synchronized by having 
the base station sent out synchronization pulses to each node. When the CH receives the data from all the 
non CH nodes, it performs data aggregation to produce a useful data message for sending to the base 
station. After aggregating data, CHs transmit their resultant data along the tree (by the minimum 
spanning tree between CH nodes). Finally, the base station receives the final resultant data. Non-CH 
nodes could leave clusters when its energy is finished. If any non-CH node leaves, the related cluster 
releases it. If CH node is dead or a new node is joined to the network, the CH selection algorithm should 
be re-run. 
In this paper, we consider two versions of DFC, named DFC-1 and DFC-2. In DFC-1, a node consumes 
its finite energy budget during the algorithm. We consider a specific threshold in DFC2 for the CHs. 
When the amount of energy of a CH passes from the specified threshold, a new CH is selected. In DFC-
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our threshold is achieved when the amount of energy of CH is reduced by half.

5.SIMULATION RESULTS AND ANALYSIS 
In this section, we demonstrate detailed simulation experiments to evaluate the performance of the 
proposed algorithm. We adopt MATLAB as the platform tool, which is popularly used in the simulation 
experiments of wireless sensor networks [18]. In our proposed algorithm, the number of nodes is set to 
100. The sink is situated far away from the area. In Cluster based approach, we consider ten CHs (K=10) 
in the network, which divide the nodes into ten clusters. We do an experiment in which different 
numbers of CHs are evaluated by the three criteria. The numbers of studied CHs are 5, 8, 10, and 15. We 
have compared them in remaining energy, energy consumption and the number of dead nodes. After R 
rounds, the most optimal CHs have more remaining energy, minimize the amount of consumed energy 
and the number of dead nodes. We set R=140. In Figure 2, experimental results show that K CHs are the 
most optimal conditions in comparison with other CHs. The selected optimal CHs have the lowest 
wasted energy and dead nodes, these CHs can keep more energy.  

Figure 2. The effect of number of clusters in the DFC based on the number of dead nodes and used 
energy and remaining energy at round 140. 

For selecting the best CHs, we have used Pareto optimal solution. Pareto optimal CHs are considered 
three criteria containing the remaining energy of the node, the minimum distance from the sink, and the 
number of adjacent nodes. Our properties of the criteria are normalized in the range [0, 1]. 
Membership function is applicable for converting the quantities into linguistic variables, afterward 
variables are converted into a fuzzy triangular membership function. We specify the fuzzy best solutions 
and fuzzy worst solutions. According to these quantities, we calculate the separation rate and rating 
indices for the selecting node. The lifetime of the network is extended in the period of the number of 
cycles until the first node in the network runs out of its complete energy. CHs are chosen for each node 
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until all the nodes expand their whole energy. In a Tree based data aggregation approach, an aggregated 
tree is constructed based on a minimum spanning tree which source nodes are thought out as leaves, so 
data are forwarded by the parent node for each node. The tree-based procedure has a low distance 
between each node and its parents, thereby wasted energy is diminished. Nevertheless, the depth of the 
tree is high. This hybrid method uses the advantages of the clustering and the tree structures while 
minimizing the disadvantages of them. A comparison of our proposed method against LEACH, CTDA, 
and CTPEDCA is represented that the present protocol is more effective than other mentioned methods 
in WSNs. We use four different routing protocols: LEACH protocol, CTDA algorithm, MCTDA 
algorithm, and our propounded method DFC algorithm for evaluating the performance of our proposed 
protocol with the rests. The simulation conclusions show the proposed approach has better efficiency 
than LEACH, CTDA, and CTPEDCA. We use a uniform simulation environment to facilitate 
comparison of energy savings and consume energy between protocols. Hundred sensor nodes are 
randomly spread in an area, which are shown in Figure 3 with coloured dots. The base station is placed 
far away from the area, at coordinates (50,200) which is shown in Figure 3 with an orange diamond. 

Figure 3. A simulated wireless sensor network with nodes and a base station at the top. 
In Table 2, the parameters used to develop the simulation in our experiments are listed. 

Table 2. Simulation parameters 
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A node is considered "dead" when it spent all its energy in the transferring process and unable to send 
and receive the data. The simulation results of dead nodes are shown in Figure 4.  

Figure 4. The number of dead nodes during the simulation. 
Although the number of dead nodes in CTDA is low, but CTDA has many disadvantages. CTDA selects 
CHs randomly and it does not have any calculations to select the CHs. CTDA may select a CH with very 
low energy or choose a CH with the least number of neighbours. The number of dead nodes in DFC-1 
and DFC-2 is less than LEACH and MCTDA. This pros is because of the CHs are calculated and elected 
based on three criteria the remaining energy, distance to the base station and the number of neighbours 
around. 
According to the short distance between nodes in the proposed approach, network lifetime is increased. 
Furthermore, to decrease node solubility, DFC-1 and DFC-2 algorithms are more energy efficient all 
over the simulation. In DFC-2, we define a threshold for the amount of energy in CH, when the node's 
energy is less than the threshold, the new CH is replaced. The simulation results of residual energy are 
illustrated in Figure 5. Our findings show that the remaining energy is increased. Choosing the correct 
CH in the proposed method makes shorter distance between nodes. Nodes are selected as CHs, which 
have the largest number of neighbours. Thus, less energy are wasted so each node can hold more energy. 
Energy consumption of the nodes is reduced. 
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Figure 5. Remaining Energy of the nodes. 
Figure 6 demonstrates the total dissipated energy by using LEACH, CTPEDCA, CTDA, and the 
proposed algorithm during the network simulation. 
According to the results in Figure 6, CHs with the highest rank send data to the base station, which 
decrease the total energy consumption. In LEACH method, usually CHs attempt to send data to the base 
station due to the great distance through a multipath expunction channel model and consumption of 
energy is high. In MCTDA, accumulate data does not operate between the nodes in the tree and all data 
packets of CHs are sent to the base station, so energy consumption is high. 
In DFC method, the amount of energy consumption is less because the CHs are selected intently. The 
minimum spanning tree constructed by elite CHs, for this reason DFC saves more energy than other 
mentioned algorithms. 
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Figure 6. Total Consumed Energy. 

6.CONCLUSIONS AND FUTURE WORKS 
A fundamental challenge in the design of WSNs is the proper utilization of resources that are scarce. In 
this paper, we employ Fuzzy TOPSIS method for finding the best CHs in WSNs. Three criteria contain 
remaining energy, distance of the nodes from the base station and the number of neighbour nodes. These 
criteria are discussed in order to optimize the number of CHs. The treebased method constructs a 
minimum spanning tree distance between CHs and the base station, which lead to decreasing energy 
dissipation. We proposed an energy effective algorithm in this paper, called DFC. DFC is a cluster and 
tree based data aggregation. Our proposed algorithm is compared with LEACH, CTDA and MCTDA 
protocols. The conclusions of this simulation   demonstrate that the DFC is a considerable energy saving 
node which increase the network lifetime compared to the above- mentioned protocols.In the future, we 
will work on the extension of the DFC for mobility and heterogeneity of both nodes and sink. 
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A B S T R A C T

Identifying spatio-temporal synchrony in a complex, interacting and oscillatory coupled-system is a 

challenge. In particular, the characterization of statistical relationships between environmental or 

biophysical variables with the multivariate data of pandemic is a difficult process because of the intrinsic 

variability and non-stationary nature of the time-series in space and time. This paper presents a 

methodology to address these issues by examining the bivariate relationship between Covid-19 and 

temperature time-series in the time-localized frequency domain by using Singular Value Decomposition 

(SVD) and continuous cross-wavelet analysis. First, the dominant spatio-temporal trends are derived by 

using the eigen decomposition of SVD. The Covid-19 incidence data and the temperature data of the 

corresponding period are transformed into significant eigen-state vectors for each spatial unit. The 

Morlet Wavelet transformation is performed to analyse and compare the frequency structure of the 

dominant trends derived by the SVD. The result provides cross-wavelet transform and wavelet coherence 

measures in the ranges of time period for the corresponding spatial units. Additionally, wavelet power 

spectrum and paired wavelet coherence statistics and phase difference are estimated. The result suggests 

statistically significant coherency at various frequencies providing insight into spatio-temporal 

dynamics. Moreover, it provides information about the complex conjugate dynamic relationships in terms 

phases and phase differences. 

KEYWORDS : Wavelet analysis, Cross-wavelet power, Wavelet coherence, Covid-19, Singular Value 

Decomposition 

1. INTRODUCTION 
Transformation by localized wavelike function called ‘wavelet’ addresses the inefficiencies of Fourier 
transformation by using waveforms of shorter duration at higher frequencies and waveforms of longer 
duration at lower frequencies [1]. Fundamentally, wavelets analyze a signal or time series according to 
scale where high frequency is represented by low scale and low frequency by high scale resulting into 
better frequency resolution for low frequency events and better time resolution for high-frequency 
events. Additionally, wavelets capture features across a wide range of frequencies and enables one to 
analyze time series that contain non stationary dynamics at many different frequencies[2].  Wavelet 
transformation can be done in a smooth continuous way (continuous wavelet transform - CWT) or in 
discrete steps (discrete wavelet transform - DWT). 
Due to their versatility in handling very irregular complex data series in absence of knowing the 
underlying functional structure, wavelet transform analysis can be applied to analyze diverse physical 
phenomena e.g. climate change, financial analysis, cardiac arrhythmias, seismic signal de-noising, 
video image compression and so forth [3] - [4]. 
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In this paper, we have applied the wavelet transformation to elucidate the interconnection between the 
environment and the Covid-19 pandemic. The dynamics between the bio-physical or climatic variables 
specifically the temperature and the diffusion of Covid-19 cases is reported to be ambiguous [5], [6], [7]. 
There are various claims with regards to the dependency between the incidence or prevalence and 
environmental variables. It has often been argued that lower (cold) temperature act as a catalyst in 
significantly increasing the spread of Covid-19 [8], [9]. There also exist alternative claims that warm 
temperatures slow down the spread of Covid-19 [10]. In contrast to these claims, some scholars assert 
that temperature does not play any role in the spread of Covid-19 [11]. In this paper, we have examined 
some specific empirical relationships of such dependencies, namely wavelet coherence and its 
statistical significance, phases and phase differences using the dataset of the USA.    

2. OBJECTIVES AND SCOPE 
The primary objective of the paper is to characterize the dynamic relationship of Covid-19 and a time-
variant bio-physical parameter namely the temperature. This paper aims to provide an empirical 
investigation that captures and analyzes the characteristic relationship of these variables. The study area 
was limited within the United States. The data for Covid-19 cases was collected from the fifty (50) 
states, and the corresponding data on temperature  of  the same period was collected from these states. 
The period covered was between Jan. 21, 2020, till date. Around 40,000 records (20000 Covid-19 data 
records and 20000 temporal temperature data records) have been collected and used for the research 
[12], [13]. 

3. METHODOLOGY 
The variables used in the model are featured as time series data, and thus expected to fluctuate with an 
associated noise. Employing conventional smoothing technique involving amplitudebased statistical 
analysis would not be appropriate to achieve the research objective. Therefore, we adopt a Wavelet 
Transform algorithm not only to capture the periodicities of the variables over the time, but also to 
establish coherence among the variables in the frequency domain. 

3.1. Modeling Framework 
The Figure 1 below details the process flow of the research:
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Figure 1. Methodology flow chart

3.1.1. Singular Value Decomposition and Wavelet Transformation  
A widely adopted matrix factorization or dimension reduction technique namely Singular Value 
Decomposition (SVD) was used.  SVD is one of the methods for matrix factorizations that generates 
eigen decomposition of high dimensional data. It enables low-rank approximation of a matrix. Given a 
data set                                           the SVD generates a unique decomposition: 

where U is a m × m and V is n × n unitary matrices with orthogonal columns. Σ is real, nonnegative 
matrix with unique diagonal entries which is known as singular values of  X  real, nonnegative matrix 
with unique diagonal entries which is known as singular values of X. The * denotes complex conjugate 
transpose.  It is possible to represent the decomposition in terms of compact or economy SVD 
representation where Σ compact or economy SVD representation where Σ is square diagonal of size r × r  
, where rank  r <= min (m, n). Thus SVD provides low-rank approximations. The approximated or 
truncated representation is given by the sum of rank-1 matrices: 

compact or economy SVD representation where Σ is square diagonal of size r × r  , where rank  r <= min 
(m, n). Thus SVD provides low-rank approx
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3.1.3. Calculating Singular Value Decomposition (SVD) 
The SVD technique was applied on both the Covid-19 and temperature data sets to compress the data 
into ortho normal eigen basis to rectangular matrices.Based on the top singular values, top three eigen 
states for both Covid-19 and temperature were selected, which in combination accounts for significant 
total variance of the original data. Plots of the transformed data set are displayed in Figure 2 below 
showing negative correlation (with correlation coefficientof-0.34) of cases and temperature.  

Figure 2. Significant eigen vectors of temperature and Covid-19 cases 
3.1.4. Calculating Wavelet Transformation 
A Wavelet transform decomposes a time series into a set of wavelets localized in time. The Wavelet 
transformation was performed on both Covid-19 and temperature time – series of eigen vectors. We 
applied Morlet continuous Wavelet transforms to the transformed data using the WaveletComp R 
package (Figure 3).
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Figure 3a. Synthetic time series with period p1= 50 and p2 =100 with additive Gaussian noise 

Figure 3b. Wavelet power spectrum (Scalogram) of Synthetic time series with period p1= 50 and p2 
=100 with additive Gaussian noise
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The corresponding wavelet phase difference is given by: 

After computing the wavelet power spectrum for each of eigenvector, we analyze the coherence of the 
paired waves of Covid-19 and temperature using the coherence function. The phase lags between the 
variables were also computed. The cross-wavelet transformation provided crossmagnitude, phase 
differences, non-stationarity, and coherency between signals. Using these results of the cross-wavelet 
transformation, a series 'synchronicity at certain periods and across certain ranges of time was analyzed. 

4. RESULTS AND MODEL INTERPRETATION 
The cross-wavelet analysis generated coherence plot that shows that that there is a coherence 
(correlation) between Covid-19 and temperature, and these relationships are statistically significant (the 
region enveloped or bounded by the white line). The phases and phase differences show varied results. 
Figures 4a, 4b, 4c shows Covid-19 and temperature are out of phase with varying phase lags while 
Figure 4d and 4e shows that are in phase. Comparing the result of plots 4a and 4e, temperature were both 
out of phase in 4a, with temperature leading and Covid-19 lagging by 96 days, while from 4e both time 
series were in phase. Though temperature was leading, the lag period was much narrow (around 5 days) 
compared to 4a. 

Figure 4a. Cross-wavelet analysis generated coherence plots (4a. Covid-19 V1 & Temperature V1) 
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Figure 4b. Cross-wavelet analysis generated coherence plots (Covid-19 V1 & Temperature V2) 

Figure 4c. Cross-wavelet analysis generated coherence plots (Covid-19 V1 & Temperature V3)

Figure 4d. Cross-wavelet analysis generated coherence plots (Covid-19 V2 & Temperature V2)
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Figure 4e. Cross-wavelet analysis generated coherence plots (Covid-19 V2 & Temperature V3) 

5. CONCLUSION 
The complex oscillatory interactions of the environmental variables and the incidence of pandemic 
make it difficult to characterize the subtle synchronization of the coupled system. In contrast with 
standard method, we used wavelet coherence because it is appropriate for analyzing non stationary 
signals. The advantage of the proposed methodology is that it does not require the stationarity 
assumption of time-series which is often very difficult to fulfil. In this research, the space-time 
dynamics between the two time-series, namely the Covid-19 and the corresponding temperature is 
investigated in the time-localized frequency domain using SVD and analytic Morlet wavelet 
transforms. The results from the continuous cross-wavelet transform shows power spectrum strengths 
and coherence corresponding at various frequencies (periods). The coherence statistics suggest 
statistically significant relationship. The results also show varying phases and phase lags with leading 
and lagging behavior showing complex conjugate dynamics. Future studies focusing on spatially 
explicit mapping of coherence and other signal processing techniques e.g. Singular Spectrum Analysis 
(SSA), Empirical Mode Decomposition (EMD) etc. could provide additional explanatory schemes and 
better understanding of the spatio-temporal dynamics of the disease.   
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A B S T R A C T

Artificial Intelligence and Machine Learning have been around for a long time.  In recent years, there has 

been a surge in popularity for applications integrating AI and ML technology.  As with traditional 

development, software testing is a critical component of a successful AI/ML application.  The 

development methodology used in AI/ML contrasts significantly from traditional development.  In light of 

these distinctions, various software testing challenges arise. The emphasis of this paper is on the 

challenge of effectively splitting the data into training and testing data sets.  By applying a k-Means 

clustering strategy to the data set followed by a decision tree, we can significantly increase the likelihood 

of the training data set to represent the domain of the full dataset and thus avoid training a model that is 

likely to fail because it has only learned a subset of the full data domain. 

KEYWORDS  : Artificial Intelligence (AI), Machine Learning (ML), Software Testing

1. INTRODUCTION 
1.1. Overview of Artificial Intelligence and Machine Learning. 
Artificial Intelligence (AI), a rapidly emerging branch of Computer Science, emphasizes on the 
modelling and programming of human intelligence in machines, and, to enable them to think and 
function like rational  intelligent systems. AI can be defined as the capability of a machine to imitate 
intelligent human behavior.  Think about this - a machine than can easily execute simple to complex 
tasks on a daily basis without much of human intervention. AI has made several breakthroughs in the 
recent years and is gaining traction for using computers to decipher otherwise complex problems, and, 
thus surpassing the quality of current computer systems [5]. In [6], Derek Partridge demonstrates 
various major classes of association that exist between artificial intelligence (AI) and software 
engineering (SE). These areas of communication are software support environments; AI tools and 
techniques in standard software; and the use of standard software technology in AI systems. Mark 
Kandel and Bunke, H, in [7], have also tried to correlate AI and software engineering at certain levels 
and discussed whether AI can be directly applied to SE problems, and if SE Processes are equipped for 
taking advantage of AI  techniques. 

1.2. How AI Impacts Software Testing? 
Research illustrates that software testing utilizes enterprise resources and adds no functionality to the 
application. If regression testing discloses a new error introduced by a revision code, a new cycle of 
regression begins. Additionally, most software applications require engineers to write testing scripts, 
and their skills must be on par with the developers who initially code the app. This extra overhead 
expense in the quality assurance process is consistent with the growing complexity of software 
products.[6] 
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To minimize the costs, the automated testing focuses more on AI capacity, efficiency, and speed. New 
applications progressively provide AI functionality, sparing the challenge for human testers to 
comprehensively evaluate the entire product. Either data or market trends, AI will be increasingly 
needed to certify intelligence -containing systems, partly because the spectrum of input and output 
possibilities is so wide. 
The intent of this paper is to focus on one of the issues and challenges that testers face in effectively 
testing an AI application. Currently there are various AI methods such as classification and clustering 
algorithms that rely primarily on monotonous data to train models to predict accurate results [8]. 

2. ARTIFICIAL INTELLIGENCE AND MACHINE LEARNING 
2.1. Types of Machine Learning Algorithms 
Machine Learning Algorithms have been divided into different categories based on their purpose.  
The following are the key categories: [3] 
• Supervised Learning - ML tries to model relationships and dependencies between the target 
prediction output and the input features. Input data is called training data and has a known label or result. 
• Algorithms include - Nearest Neighbor, Naive Bayes, Decision Trees, Linear Regression, Support 
Vector Machines (SVM), Neural Networks. 
• Unsupervised Learning - Input data are not labeled and do not have a known result. Mainly used in 
pattern detection and descriptive modeling. Algorithms includes - k-means clustering and association 
rules. 
• Semi-supervised Learning - In the previous two categories, either there are no labels for all the 
observations in the dataset or labels are present for all the observations. Semisupervised learning falls in 
between the two. Input data is a mix of labeled and unlabeled. 
• Reinforcement Learning - It allows machines and software agents to automatically determine the 
ideal behavior within a specific context, in order to maximize its performance. Algorithms includes Q-
Learning, Temporal Difference (TD), and Deep Adversarial Networks. 

3. CHALLENGE OF SPLITTING DATA INTO TRAINING AND TEST SETS 
It can be a major challenge to effectively split a data set into a training data set and a testing data set. A 
good split leads to a productive training of the model while a poor split is more likely to lead to an 
inefficient model. 

3.1. Splitting data into Training and Testing sets overview 
Typically, a data scientist would use a framework for automatically splitting the available data into 
mutually exclusive datasets for training and testing.  According to [1] one popular framework used to do 
this is SciKit-Learn, which allows developers to split the size of dataset by random selection. When 
assessing different models, or retraining models, it is important to override the random seed used to split 
the data. The outcomes would not be consistent, equivalent, or reproducible if not performed precisely. 
Typically, 70% - 80% of the data is used for training the model, with the remainder reserved for 
evaluation. There are numerous advanced methods available to ensure that the division of training and 
testing has been conducted in a representative way. When considering the coverage of model testing, it 
should be measured in terms of data, rather than lines of code. 
The design of regression testing activities demands attention. In traditional software development the 
risk of functional regression is typically low unless significant changes are made.  In the case of AI 
almost any change to the algorithm, model parameters, or training data usually needs the model to be 
rebuilt from scratch, and the risk of regression is very high for previously tested functionality. This is 



International Journal on Soft Computing (IJSC) (Volume - 15, Issue - 01, January - April 2024)                                                      Page No. 36

because 100% of the model could potentially change instead of a small percentage of the model based on 
the necessary modifications. In synopsis: 
• The way that the initial data has been gathered is important to understand whether it is representative. 
• It is important that the training data is not used to test the model otherwise testing will only appear to 
pass. 
• The data split for training and testing may need to be made reproducible. 

Improper splitting of datasets into training, validation, and testing sets will contribute to overfitting and 
underperformance in production. For instance, if a trained model expects a certain input feature, but at 
inference time if that feature is not passed to the, the model will fail to render a prediction. Other times 
however, the model will quietly crash. One of the most critical challenges for a data scientist to consider 
is data leakage. If one does not how to prevent data leakage, the leakage will come up often, and will 
destroy the models in the most subtle and dangerous ways. Particularly, leakage causes a model to look 
accurate and precise until one starts making decisions with the model, and then the model becomes very 
imprecise.  
In this paper, we attempt to understand and propose a means to ensure that the data that is split between 
the training data set and testing data set robustly represents the domain of the full dataset.  In our 
examples, we are assuming that there is not data leakage where the same data points appear in both the 
training and the testing data sets.  Random splitting of the data into training and test data sets while not 
leaving out key parts of the total data domain is a common challenge in AI applications.  In [2], we see an 
example in source code summarization.  In attempting to generate natural language descriptions in 
source code, LeClair and McMillan explore the efficacy of splitting the data by method or by project.  
This is a very specific and narrow use case.  We are seeking a methodology that is more generic and has 
the potential to be of use in a variety of use cases. 

3.2. Example of a Poor Split 
To help explain the challenge, let us consider a dataset representing flowers.  To help visualize the 
problem, Figures 1 and 2 display a constructed collection of data.  In both figures, the letter of the 
datapoint represents a particular type of flower.  The y-axis represents plant height and the xaxis 
represents petal width.  There may be several other attributes included in the dataset, such as leaf shape, 
flower color, and thorn presence.  It is popular to use an 80/20 split when dividing data into training and 
test data sets, where we use 80 percent of the data to train the model and reserve 20 percent of the data to 
test the model.  Both Figure 1 and Figure 2 show a splitting of the data by brute force that results in a poor 
split.  In figure 1, very little data for the P flower variety is included in the test data set while in Figure 2, 
very little data for G variety of flower is seen.  This poses a serious problem for training the model. There 
is one flower variety in either case that is highly under-represented in the test data.  In training, we can 
expect the model to learn effectively on 4 of the 5 flower varieties, but it won’t learn much about the fifth 
variety.  
Almost all the test results, however, will be for a flower variety that the model did not learn.  Thus, we 
would expect a prominent loss during the testing of the model and ultimately an ineffective model.
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Figure 1 Data split example

Figure 2 Data split example 
 

Of course, in the real world, none would split data in the above presented brute force manner.  We 
would really like to pick data points for the training and for the test data sets at random.  A straight 
random data split could have a complete data domain coverage such that there are no holes that will 
fail to learn about an important subset of the data from the model.  However, it is not difficult to 
imagine that there is a chance of under representing 1 or 2 of the flower varieties by a strictly 
random split of the data.  It would be ideal if we could apply a bit of intelligence to the splitting of 
the data while retaining an approach that still arbitrarily selects individual data points randomly. 
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3.3. k-Means Clustering 
Clustering is a technique of Machine Learning technique that involves data point grouping. 
Theoretically, data points that are in the same group should have similar properties or characteristics, 
while data points from different clusters should have dissimilar properties or characteristics. In 
clustering, we do not have a target to predict; rather the model will understand the data and try to club 
similar observations and form different clusters. Hence, it is an unsupervised learning model. There are 
different clustering algorithms in AI that are available, and each algorithm has its own purpose. 
We will be concentrating on K-Means clustering in our paper. K-means is one of the simplest algorithms 
for unsupervised learning that follows a simple and uncomplicated way of classifying a data set through 
a variety of clusters. The main objective is to define k centers, one for each cluster. As per [14], the 
algorithm is comprised of the following steps: 
1) Let X = { x1, x2, x3,…,xn} represent the set of data points, and ,V={v1,v2,v3…,vn} the set of centers. 
2) Randomly select ‘c’ cluster centers. 
3) Calculate the distance between each data point and cluster centers. 
4) Assign the data point to the cluster center whose distance from the cluster center is minimum of all the 
cluster centers.  
5) Recalculate the new cluster center using: 

Where, ‘ci’ represents the number of data points in ith cluster. 
6) Recalculate the distance between each data point and newly obtained cluster centers. 
7) If no data point was reassigned then stop, else, repeat from step 3. 
The algorithm is significantly sensitive to the initially selected random cluster centers. The kmeans 
algorithm can be run multiple times to reduce this effect. The results depend on the value of k and there is 
no optimal way to describe a best “k”. 

3.4. Decision Tree 
Decision tree is a machine learning prediction technique. Decision tree builds by repeatedly splitting 
data into smaller and smaller samples, Decision trees are trained by passing data down from a root node 
to leaves. The data is then repeatedly split according to predictor variables so that the child nodes are 
more “pure” or identical in terms of the outcome variables. One of the predictor variables will be chosen 
to make the root split. This creates a leaf node, which will further split into child nodes. All the leaves 
either contain only one class of outcome or they are too small to split further. At every node, a set of 
possible split points is identified for every predictor variable. The algorithm calculates the improvement 
in purity of the data that would be created by each split point of each variable. The split with the greatest 
improvement is chosen to partition the data and create child nodes. Calculating the improvement for a 
split [15], when the outcome is numeric, the relevant improvement is the difference in the sum of 
squared errors between the node and its child nodes after the split. For any node, the squared error is: 
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Where n is the number of cases at that node, c is the average outcome of all cases at that node, and yi is the 
outcome value of the ith case. If all the yi are close to c, then the error is low. A good clean split will create 
two nodes, both which have all case outcomes close to the average outcome of all cases at that node. 
When the outcome is categorical, the split may be based on either the improvement of Gini impurity or 
cross-entropy: 
where k is the number of classes and pi is the proportion of cases belonging to class i. These two 
measures give similar results and are minimal when the probability of class membership is close to zero 
or one. Let us consider the class’s red and blue with sample data points from the example above and 
calculate the Gini impurity as shown below: 

The initial node contains 10 red and 5 blue cases and has a Gini impurity of 0.444. The child nodes have 
Gini impurities of 0.219 and 0.490. Their weighted sum is (0.219 * 8 + 0.490 * 7) / 15 = 0.345. Because 
this is lower than 0.444, the split is an improvement. Similarly, at every node, the purity will be 
determined and the model will decide whether further splits are needed. 

3.5. Application of k-Means Clustering and Decision Tree for Accurate Data Split 
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The above architecture demonstrates the schematic overview of the main phases of our data split 
process. The architecture consists of five phases: Tidying phase, Clustering (k-Means clustering) phase, 
Decision tree phase, Data split phase and Training phase. 
Data to be split for training and testing phases are stored in a data management system, which is confined 
to an unsupervised specific type of data. In unsupervised data, there are no output variables to predict. 
Input data are not labeled and do not have a known result. The first phase of our architecture is tidying 
the dataset, which is a crucial part of our proposal. Tidy data is a standard way of mapping the meaning of 
a dataset to its structure. A dataset is messy or tidy depending on how rows, columns, and tables line up 
with observations or data points, variables, and types. Around 80% of their time is spent by Data 
Scientists in cleaning, structuring and organizing the data. Tidy data is a way of structuring datasets to 
simplify analysis. In tidy data: Each variable must have its own column, each observation must have its 
own row, and each type of observational unit forms a table. [16] Messy data is any other arrangement of 
the data and it can be of these types: 
• Column headers are values, not variable names. 
• Multiple variables are stored in one column. 
• Variables are stored in both rows and columns. 
• Multiple types of observational units are stored in the same table. 
• A single observational unit is stored in multiple tables. 
There are more types of messy data not mentioned here, but they can be tidied in a similar way. In our 
approach, the AI tester is responsible for tidying the dataset, to perform this activity.  The AI tester must 
have a sound knowledge of Artificial Intelligence and Data Mining.  It is also important to train the tester 
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on how to understand the data, how to clean the data, and how to restructure messy data into a 
comprehensible format. There are several dataset tidying tools available, XLMiner being the robust data 
mining add-in for Excel that could be used to tidy the dataset. Once the dataset is tidy in nature, the AI 
tester can pass the dataset to the Clustering algorithm, which is the next phase of our architecture. 
The K-Means clustering phase involves the grouping of observations that have similar properties or 
features, while data points from different clusters should have different properties or features. In 
clustering, we do not have a target variable to predict, rather the algorithm will understand the data and 
will group similar observations or characteristics to form different clusters. K-means is one of the 
simplest unsupervised learning algorithms that follows simple and uncomplicated methods to classify a 
data set into a variety of clusters. The main objective is to define k centers, one for each cluster. K value 
can be passed as an input parameter to the clustering algorithm to determine how many clusters we need, 
but if we do not pass k value, after going through many iterations, the algorithm itself will attempt to 
group the observations into different clusters. In our architecture, we have considered two clusters as an 
example of grouping all the similar observations in to two distinct clusters. After the clusters are created, 
the output data from each cluster will be passed as an input to the affiliated decision tree for next phase.  

During the decision tree phase, each decision tree builds by repeatedly splitting the input data passed 
from the respective cluster into smaller and smaller samples.  Decision trees are typically trained by 
passing data down to leaf nodes from a root node. The data splits repeatedly according to predictor 
variables so that child nodes are more “pure” or identical in terms of the outcome variables. All the 
leaves either contain only one class of outcome or are too small to split further. As mentioned in the 
previous section regarding the Gini impurity, the decision tree will split the nodes based on the Gini 
value and determine whether or not the split is necessary.  Eventually, the decision tree produces 
different output attributes or variables which contain only one class of values per attribute with good 
purity.  
In the next data split and training phase, the AI tester collects the data attributes from each leaf of the 
decision tree and splits the data into training and testing sets. There is no standard percentage to decide 
how much to select for training and testing sets. It all depends on how much data the AI tester has 
available. If the AI tester has a large data set, the 75:25 training and testing ratio is okay to consider. Even 
if you get a very good precision after training the model with the training dataset, there is no guarantee 
that your trained model is a generalized one. One explanation for a non-generalized model is having a 
small training set, and the models appear to over-fit for small 
training sets.  Testing your model with distinct input combinations will therefore allow you to conclude 
whether your model is generalized. If you have a tiny data set, however, it is easier to go with 90:10. 
Another point to consider is Cross-validation, sometimes called rotation estimation, or out-of-sample 
testing. [17] It helps to assess how the findings of a statistical analysis will generalize to an independent 
data set. In the next section we will go through an example of exactly how our proposed architecture 
generates the accurate output. 

3.6. Example Results 
Let us now return to the example of flower data and apply the architecture to use k-means clustering and 
then the decision tree.  To begin with as shown in Figure 4 we want the dataset to be tidy.  Each column is 
a variable whereas each row is an observation of one flower.  The AI Tester must determine how much 
data to use for training and how much to reserve for testing.  A common selection is 80% for training and 
20% for testing, but this is really at the discretion of the tester.  The AI tester must also have data domain 
knowledge and be sufficiently familiar enough with the k-means clustering principle to select a 
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 reasonable value for k.  In this example, we have chosen k = 5.  Figure 3 then shows a likely result of 
clustering the flower data into 5 clusters.

Figure 3 Data Clustered 
 
Next, we move on to the decision tree.  Here we begin to consider the flower data's additional key 
attributes.  For this example, we will look at the leaf shape, flower color, and the presence of thorns as 
three additional key attributes to use in the decision tree.  We must apply a decision tree to each of the 
five clusters.  For the sake of brevity, let us concentrate on only one of the clusters.  The focus will be 
Cluster 4. 
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Figure 4 Cluster 4 Attributes

In cluster 4, there are two varieties of flower represented. The R variety is the bulk of the data points, but 
there are also some data points of the G variety.  Application of a decision tree to this data helps to 
identify key subgroups within the cluster.  The end result of implementing a decision tree is shown in 
Figure 5. 

Figure 5 Decision Tree Applied to Cluster 4 
 
Six key data subgroups within cluster 4 were revealed by the decision tree.  At this point, the tester 
applies the chosen percentage split to each key data subgroup from each cluster. The effect is a test data 
set that covers the entire data set domain robustly and, essentially, an efficient model where the loss seen 
when testing the model is very similar to the loss seen when training the model. 
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3.7. Related Work  
Moderate research exists in terms of software testing in AI.  In [14] the key challenges of validating the 
quality of AI software have been summarized, which includes how to define quality assurance standard 
systems and develop adequate quality test coverage [9], how to connect quality assurance requirements 
and testing coverage criteria for AI systems based on big data, and how to use systematic methods to 
develop quality test models. [11] presents several new challenges that AI systems are facing in 
predicting system behavior such as determining the exact pre-conditions and inputs to obtain an 
expected result, defining expected results and verifying the accuracy of test outputs, and measuring the 
test coverage. Also [11] has interpreted the numerous challenges in test generation on the code, unit, 
module, or component levels. 
Generating tests from code makes it very challenging for AI to understand the state of the software and 
its data and necessary dependencies.  Parameters can be complex and goals and output optimizations 
may be unclear. The challenges that the model has in adapting itself to function more accurately in 
identification of gender images [12] have been clearly described. [1] Focused on the challenges faced in 
terms of testing facial recognition in AI systems. Data privacy is another big challenge in AI 
methodologies because of predictive analysis.  Organizations are concerned with the transparency of 
their personal data [13]. Due to the disparity in training data and test data collection, overfitting is 
another problem facing AI models today[4]. [11] defines issues with the integration testing of the AI 
system in terms of transformation, cleaning, extraction, and normalization of data.  

4. CONCLUSION 
Software testing is just as critical in AI/ML applications as it is in any other type of software 
development.  Due to the nature of how AI systems work and are developed, there are many difficulties 
that the software testers face with AI applications This paper attempted to lay out one potential solution 
to the problem of splitting data into training and testing data sets to ensure that the training data set is 
selected in such a way that it effectively covers the entire dataset domain. The aim is to train a successful 
model.  The architecture in this paper sets out a methodology that increases the odds of a quality data 
split.  It begins with a tidy data set that is the input to the kmeans clustering phase to identify natural 
groupings of data points with similar characteristics.  Next, each cluster of data becomes an input to the 
decision tree phase to further break each cluster into smaller samples of related data points.  Finally, on 
each leaf node of each decision tree, we perform the actual splitting of the data.  We have provided an 
example of how this could work. We look forward to applying the architecture to a number of 
applications and working to perfect it for further study. 
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1. INTRODUCTION 
The economic order quantity model is the oldest inventory management model. An extensive research 
work has already been done by many researchers like Donaldson W.A.[1], Silver E.A.[2], Mandal and 
Pal[3]etc on inventory model assuming mostly on two types of time dependent demands – linear and 
exponential. Linear time dependent demand implies a steady increase or decrease in demand which is 
not realistic in real market. Again an exponential time varying demand is not realistic because in the real 
market situations, demand is unlikely to vary with a rate which is so high as exponential. Therefore we 
developed here two types of inventory models. First, effort has been made to analyze an inventory model 
for anitem that deteriorates at a constant rate, assuming the demand rate a ramp typefunction of time. 
Such type of demand pattern is generally seen in the case ofany new brand of consumer goods coming to 
the market. 
The demand rate forsuch items increases with time upto a certain time and then ultimately stabilizes and 
becomes constant. It is believed that such type of demand rate is quiterealistic, vide, Hill [61]. Second, 
the quadratic time dependent demand seems to be the better representation of time-varying market 
demand.In this context few researchers like BiswaranjanMandal[4], M Cheng et al [ 5] and Ghosh et al 
[6] are noteworthy. 
Finally numerical examples are done to illustrate the theory. The sensitivity of the optimal solution to 
change in the parameter values is examined and discussed. Also the comparative study between two 
types of inventory models are done along with finding its conclusion. 

2. ASSUMPTIONS AND NOTATIONS 
The mathematical models are developed under the following assumptions and notations:
(i) Replenishment size is constant and replenishment rate is infinite. 
(ii) Lead time is zero. 
(iii) T is the fixed length of each production cycle. 
(iv) Ch is the inventory holding cost per unit per unit time. 
(v) C0 is the ordering cost/order. 

A B S T R A C T

The present paper deals with an inventory management system with ramp type and quadratic demand 

rates. A constant deterioration rate is considered into the model. In the two types models, the optimum 

time and total cost are derived when demand is ramp type and quadratic. A structural comparative study 

is demonstrated here by illustrating the model with sensitivity analysis. 

KEYWORDS : Inventory, ramp type, quadratic, deterioration. 
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(vi) Cd is the cost of each deteriorated unit. 
(vii) T is the cycle time. 
(viii) TC is the average total cost per unit time. 
(ix) A constant fraction of the on-hand inventory deteriorates per unit time. A deteriorated item is lost. 
(x) Shortages are not allowed. 
(xi) The demand rate R(t) is assumed in the model 
(xii) There is no repair or replacement of the deteriorated items. 

3. MATHEMATICAL MODELS 
Model 1: An inventory model with ramp type demand rate.  
In this mode, the demand rate R(t) is assumed to be a ramp type function of time : 
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5. SENSITIVITY ANALYSIS  
We now study the effects of increasing rate of deteriorating items on the optimal average costs and cycle 
time. The results of this analysis are shown in the following table. 

(i) When the rate of deterioration θincreases, the optimum values Setup cost, Deteriorating cost and 
Total cost increase. 
(ii) The optimum values of T,Q and Holding cost decrease with increases in the values of rate of 
deterioration θ. 
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Model 2:  An inventory model with quadratic demand rate.  
In the present model, we discussed a deterministic inventory model having a quadratic demand function 
with a constant deteriorating items. The demand rate function is considered as 
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7. SENSITIVITY ANALYSIS 
We now study the effects of increasing rate of deteriorating items on the optimal average costs and cycle 
time. The results of this analysis are shown in the following table. 
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Analyzing the results given in the above table, the following observations are made: 
 
(i) When the rate of deterioration θ increases, the optimum values Setup cost, Deteriorating cost and 
Total cost increase. 
(ii) The optimum values of T, Q and Holding cost decrease with increases in the values of rate of 
deterioration θ. 
(iii) The similar nature is observed for both the model 1 and model 2. 
 
8. COMPARATIVE STUDY BETWEEN TWO MODELS 
The comparative study in numerical and graphical is performed here on the basis of the above data. 
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CONCLUDING REMARKS 
In this study, we have carried out two types of inventory models for deteriorating items with ramptype 
demand and quadratic demand in nature. The models are developed analytically as well as 
computationally. Numerical examples and sensitivity analysis of the solutions have been performed 
separately.  
We have also done comparative study on holding cost, setup cost and total cost of the two types of 
models. It is observed from the analytical and graphical presentation that holding cost and total cost for 
model having quadratic demand rate are less than that of model having ramptype demand rate. On the 
other hand setup cost behaviour is opposite. So, holding cost and total cost in quadratic function demand 
are better to compare of ramptype demand and special attention is made on the inventory model having 
quadratic function of demand rate. 
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