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Mobile Learning Applications for Android und iOS for 
German Language Acquisition Based on Learning Analytics 

Measurements

Markus Friedl, Markus Ebner , Martin Ebner
Graz University of Technology, Graz, Austria

1  Introduction
In this day the use of digital media in school is steadily growing (Robin, 2008) and will play an ever-
greater role in the future than it already is today. Instead of using classical learning materials, electronic 
aids such as computers are increasingly being used. Through the development of tablets and their 
widespread use, a new way of consuming digital media has been created. Due to their simple operation, 
most children of the youngest primary school age have already mastered the use of such devices, so that 
their use in the classroom is very obvious.
But s big problem is the changed communication between teacher and student. By solving tasks in 
digital form, they are usually corrected digitally, and the result is returned. This means that students 
often only see the result of their tasks without an oral explanation. It is also difficult to generate and 
provide individual tasks for classes or even individuals as platforms do not support this.
In order to counteract this aspect, a prototype of a mobile application for Android and iOS was 
developed in the course of this research. With the help of the application different exercise formats and 
different tasks will be offered to learn the German lan guage based on Learning Analytics 
Measurements. 
The exercises will be used by the IDeRBlog platform (Aspalter, Edtstadler, and Martich, 2017), which 
will be created and maintained by experts and teachers respec tively. This platform provides an 
intelligent dictionary containing different data of each user, which will also be used in the app in the 
future.
Since all exercises and tasks are loaded by an API from an external server, the main focus of the app was 
a simple handling and comprehensible presentation of the contents. Particular attention was paid to 
child-friendly operation, as the main target group of the app are children of primary school age. In order 
to realize this aspect, a User Experience (UX) test with children from Austria was carried out. The task 
was that each child tried out all exercise formats and completed a short questionnaire after each exercise. 

A B S T R A C T

The use of digital media is increasingly being promoted in school teaching. Since this aspect changes the 

interaction between teachers and pupils, this research is concerned with the development of a prototype of 

a mobile ap plication for Android and iOS, in which different learning applications for lan guage 

acquisition are offered on the basis of learning analytical measurements provided by experts in the field. 

By logging and collecting interactions of the user, it is possible to create a variety of statistical evaluations 

and thus respond to the needs and weaknesses of students. For the evaluation of the application, a user 

experience test was carried out, whereby the child-friendly operation of the application was tested. Due to 

the very positive feedback, the design was found to be good and can therefore be further developed.

Keywords—Learning Analytics, Language Acquisition, Mobile Learning Application, Digital Media in 

Teaching, Technology Enhanced Learning, Educational Data Mining
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In addition, a discussion was held about which things might be unclear or badly formulated and whether 
there were any suggestions for improvement. Since the feedback from the test was very positive and the 
children had a lot of fun practic ing, the user-friendly design was confirmed and for this reason the 
prototype can be further developed in this way.

2 Related Work

2.1 Digital media in teaching
In general teaching can be explained as a process of interactions between teachers and their pupils. This 
process is supported by various activities by teachers with spe cific skills (Tulodziecki, Herzig, and 
Blömeke, 2017). The effect of digital media in teaching is influenced by different potential factors. 
These factors can be divided into following points (Herzig, 2014):

� The digital media and the content which is contained by the media
� Media offerings integrates different teaching processes
� The different persons which are involved in this process, in this area these are teachers and their pupils

According to (Herzig, 2014) the context of these factors there are four categories which serve to fulfil 
the factors. A digital media can have individual meanings, or an offer also can cause an interaction which 
have specific characteristics. These characteristics have more or less influence on the teaching process. 
Teachers usually have different areas of knowledge in which they are experts, and their expertise 
influences the way they teach and learn. Students also differ greatly in their knowledge, receptiveness to 
new knowledge and educational proximity. These factors show that the effect of digital media does not 
only depend on their content.
By using such media, the learning performance is to be increased in comparison to classical media, 
whereby an added value can be achieved. If, however, these media are too monotonous, this impairs the 
motivation of the learners and causes the opposite of a worse performance. The aim is to increase the 
learning performance and the success with unvarying effort or have a constant success in learning with 
less exertion (Kerres, 2002).

2.2 Learning analytics
With LA, large amounts of data are collected and evaluated so that the results can have a positive 
influence on the teaching process in the future. The terms Technology Enhanced Learning (TEL) and 
Educational Data Mining (EDM) are often associated with LA. LA can be seen as a subdivision of TEL 
and has been a new trend since it was mentioned a few years ago (Johnson, Adams, and Cummins, 
2012). EDM deals with the storage of data and should answer the question of which data is important 
and meaningful in order to gain added value from LA (Duval, 2011).
Learning Analytics (LA) can be seen as a process with iterative steps. These steps can be divided into the 
following steps (Chatti et al., 2013):

� Data collection and pre-processing: In the first step, the data is collected and converted to a uniform 
format. The final result is influenced by the quality of the data.
� Analytics and action: With the aim of various techniques the collected data is analyzed and visualized. 
This step is aimed at increasing the effectiveness of learning.
� Post-processing: If the result obtained is not satisfactory, new data is collected in this step and the 
process starts again with the first step.
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In addition, there are various drivers that can be used to better explain LA in the learning area. However, 
these drivers do not only apply to education, but are also used in many other areas and describe the 
complexity of LA. By the use of Virtual Learning Environment (VLE) systems large amounts of data, 
which is called big data, are generated. Therefore, it is important to create systems that can handle, 
analyze and process this amount of data within a reasonable time. It is also important that teachers 
receive feedback from online courses offered in order to evaluate and, where appropriate, improve the 
teaching process. Conversely, it is also important that students receive help from their teachers, even if 
they are not physically present. As a third major point, it is of crucial importance that this system is 
supported by politicians, as this process requires many resources and large investments.

2.3 Mobile language learning applications
Many mobile applications for language learning are offered. In relation to the developed prototypes, 
comparable applications were tested to get an overview and possible design suggestions. The focus was 
also on whether the applications could be used in schools.
What was immediately noticed during the research was that most applications offer very little content 
without payment. In addition, advertisements are often displayed, which makes their use in schools 
impossible. It should also be noted that the main target group of applications varies greatly. Many 
applications, which are designed for children, contain a lot of playful elements and animations, whereby 
the focus on learning often fades into the background and children are easily distracted. Other 
applications are mainly made for adults, but the design is often not very understandable for children. 
Furthermore, it is often difficult that the mobile applications can be used in schools, because teachers 
rarely have access to the data of their students and can see or this functionality is not available at all.

3 Research Design
Many applications have been developed at the Graz University of Technology (TU Graz) in the past 
(Ebner, 2015). Each application must be evaluated by a field test to ensure that the application meets the 
specified requirements. Since all exercise for mats and tasks are given by professors, the focus is on 
testing the design of the developed application. In order to evaluate the exercise format and its design, a 
question naire is completed after an exercise has been completed. These answers do not pro vide 
representative data in order to obtain a high-quality evaluation. Furthermore, the application must be 
tested by several children over a longer period of time in order to get better results.
In order to start the test, each child was provided with an iPad on which the appli cation was already 
installed and ready for use. The children were then asked to select an exercise format one after the other 
and start an exercise. In order not to lose the overview, all children were asked to start the same exercise 
format and wait until everyone had finished the exercise. During the exercise, notes were written down 
to document the different reactions or possible problems that occurred. At the end of the exercise, each 
child fills in a questionnaire (Fig. 1), where they are asked to answer, whether the task was 
comprehensible, could be solved independently, whether the exercise was fun and whether the exercise 
would also like to be done at home. In order to make the evaluation understandable, smileys were used 
as a scale, whereby the laughing smiley means very good and the sad smiley not good. At the beginning 
of the test it could be noticed that the children felt that their performance was being evaluated and that 
the notes written refer to their solutions. Therefore, it was important to mention several times that only 
the application should be evaluated and that the children cannot do wrong. After a short period of 
familiarization, the children's nervousness subsided, and the application was tested with full 
concentration.



In addition to the questionnaire, the children in the group were asked if anything could be improved in 
the design or if anything was unclear. Then the same procedure was repeated with the next exercise 
format until all exercise formats were evaluated.

Fig. 1. UX-Feedback questionnaire

4 Prototype – IDeRBlog ii
The IDeRBlog ii application is a native developed application for Android and iOS, which is designed 
for the use on tablets. The application is designed to support the learning of the German language based 
on LA measurements. In the application one has the possibility to select different exercise formats and to 
start tasks with different difficulty levels after the Login by means of username and password. The user 
login is required, since the application can currently only be used by members of the IDeRBlog 
platform. In addition, this platform provides a separate intelligent dictionary for each user, which will be 
used in the application in the future.
The application provides five different exercise formats as shown in Fig. 2, which contain any number 
of exercises in different difficulty levels. The first format in the upper right corner is called “Match” and 
in this exercise, pupils must assign a given word to different word categories. There are two basic types 
of the exercise of assigning a word. The first is by drag and drop a box to the correct categories. With the 
second type, a displayed word must be assigned to the correct categories and typed in correctly. After 
checking each task, the user receives feedback as to whether the task was solved correctly or incorrectly. 
If everything is correct, this is indicated by text and the exercise can be continued. If a mistake has been 
made, the user will be shown the correct solution as shown in Fig. 3. The user receives such feedback 
after each task has been solved, and any incorrect information is transferred to an external server for 
evaluation.
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Fig. 2. Overview of the exercise formats

In the second exercise format (Fig. 2) in the lower left corner, which is called “Wheel of Fortune”, pupils 
must type an auditioned word into an input field. The word can be auditioned as often as needed before it 
is entered. This exercise can be made more difficult by setting a timer that limits the time of input. If the 
word is entered correctly, it will be shown to the Student. Otherwise, the wrong input and the correct 
word will be displayed one below the other as feedback.
The third format with the title "Keywords" in the middle of the screen (Fig. 2) again has two basic 
configurations of the exercise. In the first configuration, a word is displayed which is divided into the 
individual letters or graphemes and the student must mark difficult places in the word. Once the word 
has disappeared, it must be entered correctly. In the second configuration, a timer limits the 
memorization of the word before it must be re-entered. The feedback after solving a task is identical to 
the previously mentioned feedback.
In the upper right corner (Fig. 2) is the "Insert" exercise format, where sentences with text gaps are 
displayed. The task is to fill in these gaps correctly so that the sentence makes sense. A description text 
can be displayed as an aid. When checking a sentence, correctly filled gaps are displayed in green and 
incorrect ones in red. The pupil cannot continue with a new sentence until all the gaps have been filled in 
correctly.
The last format in the lower right corner (Fig. 2) is called "Error locations". In this exercise, a sentence is 
displayed again, but this time it contains incorrect words. The pupil is asked to find and mark these 
wrong words. If an incorrect word is selected, an additional window will appear in which the reasons 
must be given by multiple choice selection for the correct spelling.
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Fig. 3. Right answer in green with the wrong answer in red as feedback after evaluating a task.

By correctly solving tasks, the pupil has the opportunity to collect points, which are displayed in the 
overview (Fig. 2). These points can be used to unlock tasks within different exercise formats.
The same database is currently used as the exercise content for all users, whichmeans there is currently 
no possibility to create individual exercises for a pupil.
As already mentioned, in the future the intelligent dictionary of the IDeRBlog plat form will be 
integrated, so that every user can practice all individual words and sentences. This ensures that specific 
weaknesses can be practiced and eliminated.

5 Field Study
As a test group for the evaluation of the application, children from a third-grade elementary school in 
Austria should serve, which unfortunately did not come about due to technical problems or a lack of 
equipment. Therefore, a smaller group with five children aged between eight and eleven years was 
chosen as a replacement. The five children included two girls and three boys. Three iPads were used as 
test devices, on which the application was installed and ready for operation. Since the application can 
also be used offline, i.e. without an Internet connection, there is no need for an active Internet 
connection. Only the data sent to an external server and stored in a database could not be uploaded. Since 
not every child had an iPad, the children were divided into a group of three and a group of two children.
Before the test was started, the reason and the procedure for this evaluation were briefly explained. It 
was also mentioned several times that not the performance of the children, but the application should be 
evaluated, since the question often arose whether something happened if an exercise was not solved 
correctly.
After all the questions had been answered, the first group was asked to start the first exercise format.
It was immediately obvious that all children knew how to operate tablets from home or school and that 
the application was quickly understood. 
After one exercise was completed, each child was asked to complete the questionnaire in Figure 1. In 
addition, questions were asked about the design and possible suggestions for improvement before the 
next exercise format was started. 
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The following questions were prepared:

� I had understood the assignment definition.
� I was able to solve the problem myself.
� I had fun to practice.
� I would also like to do the exercise at home.

The grading of the individual questions was done with the help of numerical values and smileys, where 1 
or a laughing smiley means very good and 5 or a sad smiley does not mean good.
During the exercise, notes were written down again and again to document the be havior or possible 
problems which were taken into account in the further development of the application.
After about 40 minutes the first group was finished with all exercise formats and then the second group 
started the same procedure, which lasted about 40 minutes. 
At the end a joint discussion was started again, which resulted in only positive feedback from the 
children. The question was even asked when the application would be available for everyone so that the 
children could continue to use it in the future. A summary of all questions and the calculated mean value 
is shown in Table 1.

Table 1. Result of the evaluation questionnaire

6 Conclusion
This research deals with the use of a mobile application for Android and iOS to learn the German 
language based on LA measurement and to address primary school children in Austria as the main target 
group. A prototype of the application was developed, which was designed to be easy to use and child 
friendly. The design was evaluated with the help of a UX test of five children, which provided valuable 
feedback and was taken into account in the further development of the application. All exercise formats 
were specified by professors from the University College of Teacher Education Styria and together we 
developed the design and discussed how each exercise format could be implemented. The chosen design 
of the application and the user interface had to be as simply and understandable as possible, so children 
have no problems with the use of the application. The exercise data will be provided by the IDeRBlog 
platform, and the intelligent dictionary of this platform will also be used in the future. By this aspect it is 
then possible to make individual tasks available for each user together and these in the application, 
which are to go into the weaknesses of each individual purposefully and improve these.
Based on the very positive feedback, the decision can be made that the design con cept of the first 
prototype can be described as well-chosen and it can be built on. However, it should be mentioned that 
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the number of test users should be larger in order to get more representative data by the UX test.
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Fearing the Robot Apocalypse
Correlates of AI Anxiety

David John Lemay, Ram B Basnet, Tenzin Doleck
McGill University, Montreal, Quebec

Colorado Mesa University, Colorado, USA
University of Southern California, California, USA

1 Introduction
A quick search shows that people are generally ambivalent about the advent of arti ficial intelligence 
(AI). On the one hand, individuals perceive advantages afforded by AI applications such as recent 
advances in image and voice recognition. On the other, they are cognizant of attendant negative 
consequences of increased automation suchas job displacement and erosion of human rights to privacy, 
liberty, and agency.
Popular representations of killer robots and the enslavement of humanity to technology contribute to the 
general distrust. Present controversies over social media technol  ogy’s stewardship of privacy and 
public discourse and government supervision of its citizens render notions of technological utopianism 
naive at best and harmful at worst.
AI anxiety is an increasingly recognized phenomenon as individuals grapple with a changing present 
and an uncertain future [1]. To address AI anxiety, it is important to examine the correlates of AI anxiety 
to identify mechanisms that can mitigate distress and better manage individuals’ emotions and 
perceptions. 
Johnson and Verdicchio [1] have argued that much of AI anxiety is overblown and can be attributed to 
three factors: an exclusive focus on AI programs that leaves humans out of the picture, confusion about 
autonomy in computational entities and in humans, and an inaccurate conception of technological 
development. They conclude there are good reasons to worry about AI but not for the reasons advanced 
by AI alarmists.
In an Anthropology of Robots and AI: Annihilation Anxiety and Machines, Richardson [2] discussed the 

A B S T R A C T

This study examines the relationship between individuals’ be liefs about AI (Artificial Intelligence) and 

levels of anxiety with respect to their technology readiness level. In this cross-sectional study, we surveyed 

65 students at a southwestern US college. Using partial least squares analysis, we found that technology 

readiness contributors were significantly and positively related to only one AI anxiety factor: socio-

technical illiteracy. In contrast, all four links between technology readiness inhibitors and AI anxiety 

factors were significant with medium effect sizes. Technology readiness inhibitors are positively related to 

learning, fears of job replacement, socio-technical illiteracy, and particular AI configurations. Thus, we 

conclude that AI anxiety runs through a spectrum. It is influenced by real, practical consequences of 

immediate effects of increased automatization but also by popular representations and discussions of the 

negative consequences of artificial general intelligence and killer robots and addressing technology 

readiness is unlikely to mitigate effects of AI anxiety.

Keywords—Artificial intelligence, anxiety, technology readiness contributors,technology readiness 

inhibitors, technology dispositions.
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existential fears (“annihilation anxieties”) that another intelligence poses to humans as represented by 
popular fiction. The author argued that there is a resonant relationship between our fiction of robots and 
our “lived realities of robotic practices” that feedback into each other influencing our experiences of 
both.
As our fears often reflect ourselves more than anything else, perhaps our AI anxiety stems from our 
primal nature, motivated by dominance and our own history of genocide, subjugation, and intolerance 
of others. But also, the fear of being made redundant, replaced, or erased. As Richardson [2] writes about 
R.U.R. (Rossum’s Universal Robots) by Karel Capek, the first play to feature a robot: “The robot [...] is a 
device to explore the fears of terminus in human existence brought about by mechanization, political 
ideologies and high modernism, and it speaks to the theme of humanity’s end” (p. 2). Discussions of AI 
and robots inevitably are faced with the dehumanizing effects of technology, as has been a prevailing 
theme of fiction in the modern, industrial era.

Faced with contemporary realities of job loss and economic insecurity brought upon workers worldwide 
from increasingly automated, globe-spanning production chains, it is not surprising that many might be 
skeptical about the benefits of AI and question to whom those benefits might accrue. Contemporary 
debates about technolo gy and high-profile critics [3, 4] stoking fears of an inevitable robot 
apocalypse—if artificial general intelligence were ever created—contribute to the distrust and the 
malaise. Privately funded AI research labs with little governmental oversight and publicly funded 
surveillance do not instill trust either, especially when new research continues to make huge progress on 
tasks that were once believed to be the exclusive remit of humans and are now mastered by machines. 
However, the end of humanity could be much more mundane, as reported by Achenbach [3] in the The 
Washington Post:

“The world’s spookiest philosopher is Nick Bostrom […] in his mind, human extinction could be just 
the beginning. Bostrom’s favorite apocalyptic hypothetical involves a machine that has been 
programmed to make paper clips This machine keeps getting smarter and more powerful, but never de
velops human values. It achieves “superintelligence.” It begins to convert all kinds of ordinary materials 
into paper clips. Eventually it decides to turn eve rything on Earth — including the human race (!!!) — 
into paper clips. Then it goes interstellar.”

Despite these prognostications of doom, a 2018 Workforce Institute survey of 3,000 individuals found 
that four out of five employees (82%) saw AI as an opportunity to improve their jobs, while only a third 
(34%) worried that AI might replace them at work [5]. Whereas a Canadian government policy paper [6] 
found a correlation between Canadians’ fear of losing jobs due to automation and populist and nativist 
views, but that Canadians supported traditional government policy solutions such as workforce 
retraining more than limiting labor mobility. 

1.1 Research question
The diversity of reactions to AI and general confusion about the state of AI technological development 
compelled us to examine the range of antecedent factors that might help mitigate current popular 
confusion about the state of AI and individual AI anxiety. Thus, we sought to understand the relationship 
between technology readiness and AI anxiety. We asked two closely related questions: 

a) What are the relationships between technology readiness contributors and AI anxiety?
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b) What are the relationships between technology readiness inhibitors and AI anxiety?

2 Background
Given current debates on AI impact on society for good and for bad, Wang and Wang [7] developed an AI 
anxiety scale to assess to what degree these uncertainties provoke an existential malaise and anxiety for 
the future and how to mitigate negative consequences for individuals. Wang and Wang [7] situate AI 
anxiety with respect to technophobia which they define as an irrational fear of technology characterized 
by negative attitudes toward technology, anxiety about the future impacts of advancing technology, and 
self-admonishing beliefs about their ability. They divide AI anxiety in two aspects, computer anxiety [1] 
and robot anxiety [8]. They term AI anxiety as a distinct and independent variable. They define AI 
anxiety as “an overall, affective response of anxiety or fear that inhibits an individual from interacting 
with AI. Thus, AIA may be operationally considered as a general perception or belief with multiple 
dimensions” (p. 3). Informed by the theory of reasoned action [9], Wang and Wang [7] argue that it is 
necessary to address negative affect as it is known to negatively affect future performance. The scale is 
established to measure the degree of motivated learning behavioral intention as anxiety can be a 
facilitative, motivational factor for proactively addressing anxiety by becoming better informed. 
Although it can also be an obstacle to action. Hence, we expect a different behavioral profile for 
divergent reactions to anxiety.
As Haring et al. [8] noted, the research to date has demonstrated the cultural variability of reactions to 
technology, however, it is precisely the fact of the variability of  social groups’ reactions to AI that merits 
study to aid in determining HR policies for managing workforces worldwide. However, cultural 
variability alone cannot explain all the remaining variance as Wang and Wang [7] only found low 
correlation (r=0.19) between the AI construct and behavioral intentions. However, such low 
correlations are very common in the attitude-intention literature [9]. It is likely the case that there are 
other sources of unaccounted variability that influence individuals’ affect and behavior. Such individual 
differences and social determinants can be modelled and their influences accounted for [10-12].
Wang and Wang [7] found that AI anxiety was facilitative to some extent as it appeared to influence 
motivated learning behaviors. We wished to determine how enabling and inhibiting determinants might 
interact to inform a range of behavioral profiles and responses to AI anxiety. Following Khatri, Samuel, 
and Dennis [13], we sought to determine the extent that an individual’s technology-based 
predispositions (technology readiness contributors and technology readiness inhibitors) might influ
ence their AI anxiety. 

3 Method
3.1 Research design
The present exploratory study employs a cross-sectional survey design and partial least squares 
modeling to assess the influence of technology-based predispositions (technology readiness 
contributors and technology readiness inhibitors) on AI anxiety. 

3.2 Participants and procedure
We drew on data from computer science students enrolled in a southwestern college in the US. In total, 
65 students participated in this study. The sample comprised 8  females and 57 males with an average 
age of 23.86 years (SD=6.09). Students were asked to voluntarily participate in the study. No 
compensation was provided for par ticipation in  his study. Students participating in the study were 
emailed a link to a self-report questionnaire.
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3.3 Measure
Along with demographic information, participants responded to statements related to the study 
measures: AI anxiety scale and Technology Readiness Contributors and Technology Readiness 
Inhibitors scales.
Scales were gathered from previous literature. AI Anxiety scale [7] was used to evaluate an individual’s 
AI anxiety. The AI anxiety scale contains 21 items measuring the following four factors: Learning; AI 
Configuration; Job Replacement; and, Sociotechnical Blindness, however we prefer the more neutral 
term Social-Technical Illiteracy, which we also feel is the more descriptive expression. The items were 
measured on a 7-point Likert scale (1=Strongly Disagree; 7=Strongly Agree). To measure individual’s 
enabling and inhibiting predispositions, we adapted the Technology Readiness Contributors (TRC) and 
Technology Readiness Inhibitors (TRI) scales [13]; for each of the items, students responded on a 7-
point Likert scale (1=StronglyDisagree; 7=Strongly Agree).

4 Analysis and Results
4.1 Analytic plan
The variance based partial least squares structural equation modeling (PLS-SEM) [14] was used to 
model and analyze the links between the constructs. PLS-SEM can simultaneously estimate both the 
measurement model and the structural model, and is a widely used estimation method in educational 
technology research [15-16]. The analysis was conducted via a two-step procedure: first assessing the 
measurement model and then the structural model. WarpPLS software [17] was used for the analysis of 
the measurement and structural model. 

4.2 Measurement model
Prior to the structural model analysis, we assessed the psychometric properties of the measurement 
model. We followed the measurement model evaluation guidelines suggested in the literature [14, 18]. 
In Table 1, we find that the model-fit indices meet the suggested acceptance levels [18].

Table 1. Model Fit Statistics

The evaluation of the measurement model entailed examining reliability, conver gent validity, and 
discriminant validity [14, 18]. Loadings were greater than or equal to 0.5 (along with p-values less than 
or equal to 0.5). Internal consistency reliability was established (composite reliability coefficients of the 
measures were greater than the threshold value of 0.70). All average variance extracted (AVE) values 
exceeded the recommended threshold value of 0.50. Discriminant validity was also assessed, using the 
Fornell-Larcker criterion [19]. Table 2 presents the correlation matrix for the Fornell-Larcker criterion. 
We find that all the diagonal values are greater than the off-diagonal numbers in the corresponding rows 
and columns, thus, the requirements of the Fornell-Larcker criterion were met and discriminant validity 
was confirmed. In sum, the constructs were empirically established to be both reliable and valid. 
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Table 2. Discriminant Validity Test

4.3 Structural model
In the second stage, the relationships between the constructs in the research model were ascertained by 
evaluating the structural model. Variance Inflation Factors (VIF) values were inspected to check for 
potential multicollinearity problems. All VIF values were below the suggested threshold of 5, thus, there 
was no indication of multicollinearity. At the same time, since Q2 coefficient values were greater than 
zero, there was an acceptable level of predictive relevance [18].
The structural model was assessed through (see Table 3): path coefficients (β), path coefficients’ 
significance levels (p-value), and effect sizes (f²). Note that for assessment of f², values of 0.35, 0.15, 
and 0.02 indicate large, medium, and small effect sizes, respectively [20]. 
The path coefficients were assessed to determine the significance of the relation ships between the 
constructs. As indicated in Table 3, for the links between TRC and AI anxiety factors, the results show 
that only TRC was significantly (and positively) related to Socio-Technical Illiteracy (β=0.256, 
p=0.014), with a small effect size. In contrast, all four links between TRI and AI anxiety factors were 
significant with medium effect  s: TRI was significantly (and positively) related to Learning (β=0.474, 
p<0.001); TRI was significantly (and positively) related to Job Replacement (β=0.404, p<0.001); TRI 
was significantly (and positively) related to Socio-Technical Illiteracy (β=0.330, p=0.002); and, TRI 
was significantly (and positively) related to AI Configuration (β=0.345, p=0.001).

Table 3. Path Testing Results

5 Discussion
This study examined the relationship between individuals’ beliefs about AI (Artificial Intelligence) and 
levels of anxiety with respect to their technology-based predis positions (technology readiness 
contributors and technology readiness inhibitors). We surveyed 65 students at a southwestern US 
college and found that TRC were signifi cantly and positively related to socio-technical illiteracy. In 
contrast, all four links between TRI and AI anxiety factors were significant with medium effect sizes: 
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TRI was positively related to learning, fears of job replacement, socio-technical illiteracy, and specific 
AI configurations. Thus, we conclude that AI anxiety runs through a spectrum and is influenced by real, 
practical consequences of immediate effects of increased automatization but also influenced by popular 
representations and discussions of the negative consequences of artificial general intelligence and killer 
robots. 
Both TRC and TRI influenced socio-technical illiteracy. This could potentially be explained by a 
mediating influence; however, we did not include mediators in the present study. Learning appeared to 
mitigate TRI but not TRC. This is not surprising since assessing the limits of technology is expected to 
lessen AI anxiety whereas discussing its potential can actually increase fears. In fact, our results tend to 
indicate however counterintuitively that discussions of technology readiness contributors and inhibitors 
can actually increase AI anxiety and fears of job replacement and the actual diversity of AI 
configurations. Thus, our results are contrary to Johnson and Verdic chio’s [1] contention that 
clarification of the true status of artificial intelligence would allay fears and AI anxiety would recede. It 
would appear that the actual state of AI and the wide diversity of current AI applications—that AI is 
actually ‘eating the world’—is concerning for individuals in general. Our results tend to support Wang 
and Wang’s [7] findings that AI anxiety can have a facilitative effect and support motivated learning. 
However, the results do not show the expected beneficial effects from motivated learning, as socio-
technical illiteracy is related to both TRC and TRI. 
Whereas Khatri, Samuel, and Dennis [13] have argued in favor of a two-system behavioral model in 
technology acceptance research, where individuals are both in conscious, deliberative (system 2) 
thinking and unconscious, automatic (system 2) behavior. They argue that our default mode is 
unconscious, or automatic (system 1) and is influenced by past experience and individual preferences 
and beliefs; system 2 can influence system 1 through effortful practice. Coming from a more social per
spective, automatic behavior that characterizes system 1 behavior is not simply unreflective autonomic 
behavior (we are not ready to countenance zombie computer users devoid of consciousness or 
agency/will); c.f. [21]. Rather, an important proportion of system 1 behavior can be seen as socially 
learned, influenced by customs, values, and other social imperatives that dictate appropriate and 
expected reactions. A more social perspective would term such behavior as “transparent” to conscious 
[22-23], cognitive processes, because they are not individually determined but socially learned through 
reflexive activity [24]. Thus, it ought not appear to be a matter of preference alone. The argument 
inherent in addressing AI anxiety through motivated learning is that an individual’s predispositions can 
be changed by increasing awareness and rational deliberation. Such behavior and perceptions are not 
automatic in the mode of autonomic physiological processes; perceptions can be apprehended and 
responses adapted. Their constructed nature suggests that inhibitors and enablers might reveal hidden 
dimensionality beyond individual self-perceptions that are the focus of Khatri, Samuel, and Dennis’s 
[13] two-system approach.

5.1 Limitations
This study is limited by design. As a cross-sectional study, we are limited to examining correlational 
relationships, no causal relationships can be inferred from these findings. The study is also limited in the 
number of explanatory variables. A sociallyoriented study of technology perceptions and beliefs [15] 
may suggest other enabling and inhibiting variables that could explain the variance in beliefs of AI 
anxiety.

5.2 Future directions
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Future studies may employ experimental designs to infer causality, and may employ different statistical 
learning approaches to build models that account for the hid den dimensionality in enabling and 
discouraging variables influencing technology readiness and AI anxiety.
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Potentials of Chatbots for Spell Check among Youngsters 
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1 Introduction
This publication is about developing and programming a Chatbot prototype for the IDeRBlog learning 
platform. IDeRBlog is an internet platform that includes a practice database of numerous free exercises 
licensed under a Creative Commons license. The user of the IDeRBlog learning platform are pupils in 
childhood who are learning the German language. The current version of the IDeRBlog learning 
platform helps chil dren to correct spelling errors in texts. The blog entries or essays that are written 
online by the students are checked for their spelling by an intelligent dictionary and afterwards 
suggestions for correction are offered. Based on these spelling errors, spelling corrections are suggested 
to the user.
Teachers can access this spelling error analysis for further use in lessons. The de veloped IDeRBlog 
Chatbot prototype is intended to provide better correction suggestions for mistakes, while allowing easy 
interaction with the users, which also encourages them to learn and write. The interaction, input and 
operation of the chatbot should be very simple for the users. Pupils should also be given the feeling of 
being able to communicate with a supervisor or tutor who supports them in their learning processes in 
the best possible way. Therefore, an enhancement of the platform by a chatbot is being considered in 
order to offer even more motivation and an improved error analysis to the users. In this research work we 
address the research question: How can a chatbot for children be implemented to assist during their 
learning experiences in a language learning platform?

2 Introduction of Chatbot
The term "chatbot" consists of the English word "Chat" (interview) and "bot" (abbreviation of "robot"). 
Therefore, a chatbot is a computer system that allows humans to interact with the computer through 
natural language-based keyboard or voice recognition. A chatbot works always on repetitive patterns 
without human interven tion and simulates human beings. In doing so, chatbots access a stored 
knowledge base in which they select actions and answers by finding matches of asked questions with the 
existing questions or answers previously created by programmers and output them as answers to the 
questioner.
Chatbots are partially personified and are sometimes used in conjunction with an avatar (human, 
animal, or mythical creature). With the help of this "living organism" and its naturalness, the use of the 
computer should be entertaining and effortless [1], [2]. Likewise, chatbots can provide useful services, 

A B S T R A C T

Chatbots are already being used successfully in many areas. This publication deals with the development 

and programming of a chatbot prototype to support learning processes. This Chatbot prototype is 

designed to help pupils in order to correct their spelling mistakes by providing correction proposals to 

them. Especially orthographic spelling mistake should be recognized by the chatbot and should be 

replaced by correction suggestions stored in test data.
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refer important information and present websites of interest to users in addition to directly answering the 
question. Thus, the users can find the information they are looking for, with little effort, or the 
conversation can be guided by the chatbot in a certain direction [3].
Chatbots also perform other tasks besides communication such as customer service in online shops, the 
management of forums, Internet auctions, information search on the World Wide Web or represent 
artificial characters in MUD's (Multiuser Dialog). Corporate websites are increasingly being 
complemented with a chatbot that acts as the virtual host, answering questions about products and 
services and navigating through the site [4]. The companies hope for stronger customer loyalty and 
better marketing information through call log analysis. There are also several noncommercial chatbots. 
These are developed primarily for the fun of experimenting, not least in the hope of creating a truly 
intelligent program. Every year, the developers of these non-commercial chatbots mainly meet to 
compete for the Loebner Prize, where the most human-like program is determined in a modified Turing 
test [5].
The British mathematician Alan M. Turing introduced his essay "Computing Ma chinery and 
Intelligence" published in the journal "Mind" in 1950 with the question "Can Machines Think?" [5], [6]. 
Therefore, the history of the chatbots can be determined back to 1950. In his essay, Turing described the 
basics of Artificial Intelligence(AI) and proposed to use the Turing test as the benchmark for measuring 
the intelligence of a computer system [6]. The question „Can Machines Think?“ was finally replaced by 
the question of the communicative ability of a computer program by Tu ring. If a computer program 
succeeds in imitating a person's ability to communicate in natural language the machine should be 
considered as intelligent. The requirement for this is, that the computer succeeds in independent 
attempts and permanently deceives.Even today, 50 years after Turing, there is no agreement in AI 
research on the significance of the Turing Test, but it seems to serve the Chatbot developers as a relevant 
orientation. It is their goal to develop a system that passes the Turing Test. In the "conversation" the 
chatbot should no longer be distinguishable from humans and he must perfectly imitate a human 
conversation partner. In its original form of Turing, the Turing test was never realized. It was only 
towards the end of the eighties that a sufficiently powerful computer was developed that could seriously 
start practical experiments.
Since 1990, when the American Hugh Loebner launched the "Loebner Prize Competition in Artificial 
Intelligence," a modified Turing test is conducted each year, with various chatbot programs. The first 
competition took place at the Boston Computer Museum in 1991, and consequently the Turing Test was 
also conducted for the first time [5]. Various prize money was defined for the competition. The first 
untraceable program in the Turing Test will be awarded a gold medal and a prize of $ 100,000. In order to 
win this prize, the program must be able to deal with audiovisual input (recognition of spoken language, 
facial expressions, gestures, emotions, etc.) and to convince the jury members [3].
Only bronze medals have been awarded till now, although the performance of the participating 
programs has improved significantly since 1991 [5]. Every year, several programs take part in the 
competition. Over the last few years, the ALICE project with Richard Wallace has repeatedly appeared 
and performed best in the years 2000, 2001 and 2004. The Turing test is just as controversial as the 
Loebner Prize. Loebner himself sees the promotion of AI research as the goal of his competition, but the 
majority of scientists are critical of him and his test [3]

2.1 How chatbots work 
Today's chatbots are modular stimulus-response systems that compare the linguis tic input with an 
internal sample database and then output appropriate answers. The so-called knowledge database is also 
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today the heart of the chat bot, in which recognition patterns, keywords and answers are stored.
The conversation flow is controlled by the actual program and coordinates the in put and output, the 
activation of the knowledge database and possibly other models such as the output of spoken language. 
Commercial systems provide an editor that makes it easier for the user to set up and maintain the 
knowledge database. In the log function, which each Chatbot has, all dialogues are stored and are 
evaluated by the developers. The individual systems are different in size and flexibility of their 
"knowledge databases" as well as in the performance of their control programs.
Some chatbots only compare a part of an input to the pattern database, and other chatbots analyze all 
parts of the input that are combined with the answers. Most chatbots protocol their conversations and 
propose new keywords or recognition patterns based on them. However, the decision is made by 
humans whether they are included in the knowledge database or not. This method is called supervised 
learning.
Some systems independently expand their database based on the protocols. If there is no recognition 
pattern for the input, some chatbots can also use external databases [4]. The success of a chatbot system 
depends mainly on the quality of knowledge and the amount of knowledge in the knowledge base. 
Creating the knowledge base is a time-consuming job. However, by improving the algorithms of the 
system (for example, improved analysis of inputs), this time-consuming work can be reduced [3].

3 Architecture of Prototype
The IDeRBot-Chatbot is a self-programmed webapp based on a client-server archi tecture. For the 
development of the IDeR-ChatBot standard technologies HTML, CSS, JavaScript and the Open Source 
Framework Java Spring were used. The communication between client and server is done by using the 
WebSocket protocol [7]. 
The messages exchanged between the client and the server are transmitted as JSON strings. JSON is a 
file format that can be used to transfer structured data between client and server and to generate content 
based on this data [8].

Fig. 1. Architecture of prototype with German dialog

3.1 Client
On the client side is the web frontend user interface, on which the users can write text and messages to 
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the server and receive them from the server. 
Figure 2 shows the input and output masks (communication interface) used for the message exchange 
between the chatbot and the users. The window left labeled as Text Editor displays the input field where 
the user can write text, but this doesn’t mean that the text is correct. Before the user can send text for 
correction to the tutor or teacher, she/he has the possibility to check the text for misspelling by using 
Language ToolAPI, which can provide correction suggestions. In the right side there are 
windowsplaced through which user can communicate with chatbot and ask it for corrections if she/he is 
not sure that corrections suggestion made by Language Tool API are right

Fig. 2. Webfrontend communication interface for German language

3.2 Backend
To receive messages form users in backend a permanent socket connection must be available for all 
connected clients. For this implementation the WebSocket protocol of Java Spring Framework was 
used.1
From the received message first full the user's intention must be recognized, this was achieved by using 
the Levenshtein distance algorithm, the next step is to extract words that contains the spelling mistake 
from the message. To achieve this the Language Tool API was used. The free open-source application 
Language Tool helps both non-native speaker and native speakers to recognize spelling and grammar 
mis takes and supports an appealing writing style [9]. In this Prototype those spelling mistakes are 
passed from the backend to the Language Tool API endpoint via REST API. The REST API returns a list 
of possible correction for each spelling mistake as a JSON String to the backend. This list includes, 
similar words or correction suggestions that can be associated with the spelling error.
The figure 3 shows all processes from receiving messages to generating responses  in the backend.
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Fig. 3. Backend processes and message flow

3.3 Intent recognition
Recognizing a user intent is the most essential part of the IDeRBlog chatbot. The Levenshtein distance 
algorithm contained in the Java library (java-string-library) was used to recognize the intent. The 
Algorithm compares two strings and identifies com mon patterns when these strings do not match 
exactly. [10].
To detect user intent from message the distance () function takes the message as a parameter and runs 
through the list of user expressions from the test data (TrainingPhrases) and selects a TrainingPhrases 
with lowest distance.

3.4 Extracting misspelling 
To extract a word(entity) from intent that contains a spelling error, the following procedure was 
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followed. After the intent of the message has been detected by the Levenshtein distance algorithm, the 
message should be split into words. The individual words from the message that match the words from 
the intent would be ignored. The remaining words in the message that do not occur in the intent are 
candidates that may contain a spelling mistake, for which the user wants to ask the Bot for correction 
suggestions.

Fig. 4. Extraction of a spelling mistake

The extracted word must now be checked for spelling mistakes. This is done in the next step by using the 
Language Tool API. 

3.5 Proposed corrections
In order to generate correction suggestions for the extracted word, it must first be checked for spelling 
mistakes. If a spelling error is found, the Language Tool API will also return a list of suggested 
corrections for the misspelled word. It is possible that wrong correction suggestions are given in the 
output list, especially for orthographic terms. 
The algorithm must compare these correction suggestions with the orthographic terms from the test data 
and make the right suggestion to the user. To achieve this, the database was filled with test data wich 
contains some orthographic terms. Each term is associated with a correction suggestion by a frequency 
factor as shown in Figure 5.
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Fig. 5. Frequency factor

The suggested correction with the highest frequency factor is proposed to the user first. If the user 
accepts the suggested correction, the frequency factor for the suggested correction is recalculated and 
will be updated in database. This frequency factor ensures more precise suggested corrections for the 
upcoming proposals.

3.6 Generate message
After the intention of the user has been detected, a response template is automatically selected from the 
test data in the database. The response template contains the text message (response) and the necessary 
slots, which serve as placeholders for the spelling mistake and the correction suggestions. The number 
of slots for a specific response template must be predefined in order to generate an exact response for the 
user.
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Fig. 6. Message generation using slots

4 Testing the Prototype
Finally, the prototype and the IDeRBlog chatbot were evaluated by experts. Their questions can be 
separated into three categories: A greeting, small talk, questions about spelling mistakes and questions 
about spelling mistakes/terms.

4.1 Test category 1: Greeting and small talk

Question to the IDeRBlog chatbot
"Hallo!" (Hello!)
"Wie heißt du?" (What's your name?)
"Wie geht es dir?" (How are you?)

All intentions from the messages were recognized and correct greetings for the test person were 
generated.

4.2 Test category 2: Questions about spelling mistakes 

Question to the IDeRBlog chatbot
"Wie viele Fehler habe ich in meinem Text? " 
(How many spelling mistakes do I have in my text?)
"Schreibt man Appril mit zwei p? " (Does Appril have a double p?)
"Habe ich Walt richtig geschrieben? " (Did I spell Walt right?)

All intentions from the messages were also recognized during the spelling error tests. The correct 
number of errors was detected, and all spelling mistakes were corrected correctly.
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4.3 Test category 3: Questions on orthographic errors / terms

During the test run, the Language Tool API's correction proposal failed because "Data" is not the right 
correction proposal for the orthographic term or colloquial expression “Vata”. Correct it would be 
“Vater” which means “father” in German.  These orthographic terms or colloquial expressions like 
Vata are used often by children and teenagers when writing texts in schools, especially children who 
have learned the German language only by listening and do not have German as their native language. 
After we inserted this orthographic term into our test data, and put this in conjunction with the word 
father, the next test made the correct suggestion proposal to the user. Each time the user accepts the 
suggested correction, the frequency factor for this orthographic is increased. This ensures that the 
suggested corrections are becoming more precise. To conclude, it can be said, that the algorithm seems 
to workquite well but depends strongly on the amount of test data. 

5 Discussion
After testing, the Chatbot IDeRBlog has performed well in detecting intentions and detection of spelling 
errors has been satisfactory. Correction statements for the selected spelling mistake have been correctly 
reported to the user. Due to the fact that the Chabot is just a prototype in development, there are still some 
things that can be done to make the Chatbot smarter:

• Feeding the database with more orthographic terms and linguistic variations, re sults in a hearing 
recognition rate
• To increase accuracy, the Chatbot IDeRBlog should also be used frequently.

In summary, it should be noted that the correct generation of responses by a chatbot can is based on the 
amount of intents that chatbot can detect in a message and the learning ability of the algorithms. At the 
moment there are no algorithms that can detect intentions without having some training data.It also 
turned out that the error detection rate was heavily dependent on the existing test data. A further 
optimization of the IDeRBlog chatbot would be the error detection of grammatical errors.

6 Conclusion
The aim of this research was to develop a chatbot for the IDeRBot learning platform of the TU Graz and 
to integrate it. The chatbot should act as a tutor for the spell checker and communicate with the pupils. 
Through the use of the chatbot, the users should receive an added value in learning the German 
language. In addition, the inter action should encourage users to write more texts in the German 
language.
First, an overview of chatbots in general was given by using the literature. It was used to define the term 
chatbot and to identify tests to determine quality standards. The historical development and functioning 
of chatbots was also discussed. Areas of application in which chatbots have already been successfully 
used were also shown. The IDeRBlog chatbots were then discussed by describing the technologies, 
development environments and libraries used.
The development of this prototype has shown that chatbots can also relieve teach ers or tutors in the 
classroom. These positive experiences encourage us to continue in the research and development in this 
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area. In conclusion it can be sad that, chatbots are quite capable of performing such tasks, but they will 
never be able to replace a teacher or a tutor completely. Because chatbots are just algorithms and 
machines do not have the emotional side.
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1 Introduction
In recent years, large investments in digital educational infrastructure, and digital teaching and learning 
environments has led to an extensive interest in learning analyt ics from both public and private 
stakeholders. This digital transformation of education has evoked an unprecedented level of 
datafication of learning and teaching with large amounts of data collected on all levels of the educational 
system [1], [2]. This data is collected from a wide variety of systems and applications and includes 
information on everything from attendance to test results, student interaction, digitized student products 
and now even biometric data. To an increasing extent, data on behavior and performance generated in 
digital teaching and learning environments has become the filter through which learning and teaching is 
monitored and evaluated. These techno logical developments challenge traditional views of learning 
and teaching as well as our understanding of the role of analytics in education.
According to Ferguson [3], there are several drivers behind the growing interest in applying data 
analytical methods in education. These drivers are motivated by a range of political, educational, 
academic, and economical factors. Thus, the field of analytics in education has become a complex field 
of different stakeholder positions and interests. New partnerships between public and private actors 
emerge and challenge the traditional power balance in public education [4], [5]. This is, among other 
things, because policy reforms on digitalization rely on business actors to help schools fulfill the 
demands [6]. These new dynamics open for a much more complex conception of the role of analytics in 
education, because new emerging stakeholders hold different and at times competing or conflicting 
interests.
In this paper, we propose an ecological approach to the conception of analytics in education. An 
ecological approach allows us to describe the complexity and interrelatedness of the different levels of 
the educational ecosystem. Our aim is to show that learning analytics is only one out of several different 
interests in educational data, and we suggest purpose and success criteria as important standards for 
distinguishing between different types of stakeholder interests in educational data. As a point of 
reference, we examine the Danish case of ICT integration in primary and lower sec ondary school 
(Danish: Folkeskolen) in order to study cases of emerging and at times conflicting stakeholder interests. 

A B S T R A C T

In this paper, we suggest an ecological perspective on the role of analytics in education. We discuss how 

different stakeholder positions in education points to different interests in using analytics. As a point of 

reference, we examine the Danish case of ICT integration in primary and lower secondary school (Danish: 

Folkeskolen) in order to study cases of emerging and at times conflicting stakeholder interests. On this 

basis, we discuss how this complexity of the educational ecosystem affects different stakeholder positions 

within the field.
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On this basis, we discuss how the complexity of the educational ecosystem affects different stakeholder 
positions within the field.

2 Background
Over the last decade, the field of learning analytics has emerged as a subdisciplinary field of educational 
research [7], [8], that focuses on utilizing computational techniques and tools for analyzing large 
amounts of data generated in educational contexts for purposes of understanding and optimizing 
learning and learning envi ronments [9], [10], [11], [12]. Early learning analytics tended to focus on 
analyses that could inform strategies at an institutional level [13], e.g. by predicting overall academic 
performance or student retention. However, with the continuous increase of available digital data 
generated by individual students, learning analytics has moved the analytic scope towards the level of 
the individual learner [14], [15], in order to examine learning as it occurs in the context of formal 
education. This shift in focus is, among other things, caused by the emergence of e.g. digital learning 
platforms and learning management systems, online learning environments, digital learning resources, 
student programming and multimodal text production, that all leave behind digital traces containing rich 
information about both learning activities and learner behavior [16], [17], [18], [19].
The increased interest in data on individual learning progression has not meant, however, a decrease in 
the interest in other types of data generated in educational contexts. On the contrary, what we currently 
see is an overall increase in the generation and collection of data for multiple purposes in all parts of the 
educational system.Obviously, doing learning analytics, i.e. collecting and analyzing data for 
optimizing learning, is still a major interest. It is equally obvious, however, that the accelerating 
datafication of education presents an opportunity to do analytics for various other purposes than 
optimizing learning.

3 The Ecosystem of Education

3.1 Social contexts as ecologies
In order to describe an understand the increased complexity of educational analyt ics, we employ an 
ecological perspective to explore how different stakeholders in various parts of the ecosystem pursue 
different interests. In doing so, we follow a growing trend in recent years of framing social context and 
human interaction in terms of ecology. Pioneered by, among others, Gibson [20], [21] and 
Bronfenbrenner [22], notions such as ecosystem, environment, diversity and change have entered the 
terminology of various disciplines such as psychology, anthropology, and science and technology 
studies. Even though Gibson focused almost entirely on human interaction with the physical 
environment, his ecological account has been very influential in understanding how the surrounding 
environment shapes and enables human action and interaction. Bronfenbrenner focused more explicitly 
on human interaction in so cial contexts as he developed his ecological systems theory in order to 
account for human development. This account too has had great impact and inspired research with an 
ecological perspective in many fields.
Being conceived in the 70’s, neither of the two approaches pay much attention to the impact of (digital) 
technologies on social ecosystems. Later, an important attempt to include technologies is made by Nardi 
& O’Day [23]. In order to describe technol ogy-rich social contexts, they introduce the notion of 
information ecology, which they define as an ecosystem consisting of people, practices, values, and 
technologies. Thus, in their account, technologies are put on a par with actors and their values and 
practices. For the purpose of describing the complexity of contemporary data-rich educational systems, 
we need, however, to be able to look at the interconnected technologies as an independent system. 
Therefore, following García-Peñalvo [24], we understand the ecosystem of educational technologies (in 
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 the broadest sense) as an independent part of the larger ecosystem of education. This is important 
because digital technologies, as opposed to non-digital technologies such as books or pencils, can 
disperse data and information across platforms and interact in certain ways that create synergy and 
cross-sectional effects.

3.2 Analytics in educational ecosystems
On these grounds, we will work with three levels of description 
• The ecosystem of institutions
• The ecosystem of technologies
• The analytics practices in technology-rich educational ecosystems.
By ecosystem of institutions, we mean the entire range of public and private institutions and companies, 
including all the different groups of people that make op the institutions, e.g. politicians, policy makers, 
leaders, practitioners, parents, and students. In other words, the ecosystem of institutions is the 
sociocultural level of the educational ecosystem, i.e. the level of action, interaction, decision making 
etc.
By ecosystem of technologies, we mean the interconnected system of technologies (both hardware and 
software) that make up the entire cross-sectional network of administrative systems, communication 
systems, test systems, learning management systems, digital learning resources, digital student products 
etc. It is important to no tice the asymmetry between the ecosystem of institutions and that of 
technologies: 
The ecosystem of institutions can exist without the ecosystem of technology, but not vice versa. 
By analytics practices in technology-rich educational ecosystems, we mean the use of data generated 
within the ecosystem of technologies carried out by actors within the ecosystem of institutions with the 
purpose of doing analytics. By this definition, we mean to emphasize the dynamic relationship and 
mutual dependency of the three levels: Institutions implement new technologies > the ecosystem of 
technologies gen erates new types of data > new types of data enable new analytics practices > new 
analytics practices affect the behavior of actors in the ecosystem of institutions etc.

4 Ecosystems of Education: The Danish Case
Since the early 2000’s the Danish public sector has been subject to a range of dif ferent strategies for 
digitalization [25], [26], [27], [28], [29]. The earliest strategies only targeted the educational sector 
moderately. However, in 2011, the Danish Government and KL - Local Government Denmark (interest 
organization of the 98 Danish municipalities) made a deal to set aside 500 million DKK (approx. 67 
million EUR) to strengthen the use of ICT in primary and lower secondary school [30]. The funds were 
in particular allocated directly to schools to allow them to purchase digital learning resources and 
provide all students with well-functioning ICT. In addition, the fundswere to strengthen the 
development of digital learning resources in the private sector and further strengthen research and 
consultant-based projects focusing on applying ICT in teaching. As a result, the Danish primary and 
lower secondary school has seen an increase in the use of digital learning resources [31] and a general 
digitization of the practices of different agents from both within and outside the educational domain. In 
the following, we will take a closer look on how these changes have accommodated new stakeholder 
positions and interests within the Danish educational ecosystem. 

4.1 Ecosystem of institutions
A key part of the 2011 digitalization strategy was to provide public funding for pri vate producers of 
learning resources. The idea was to aid the development of a range of digital learning resources that 
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could utilize the affordances of the digital format to facilitate innovative and varied teaching practices 
[32]. The most recent outline of funded projects shows that many small private actors were provided 
with funding [33]. However, studies have shown that the Danish market for digital learning resources is 
largely dominated by big private actors who offer omnipotent online learning portals with traditional 
ready-to-use courses [34], [35]. For instance, Gyldendal (the biggest publishing house in Denmark) has 
developed an online learning platform that covers all school subjects and content areas, and it is the most 
frequently used digital learning resource for the teaching of Danish as L1 (mother tongue 
education)[31].
From a macro perspective, there is an apparent discrepancy in interests between government intentions 
of using small private actors as an initiator of innovative teaching on the one hand and the private market 
allowing big actors with business interests to dominate with more traditional courses and content on the 
other. This supports the idea put forward by Tomlinson [36] that in economic markets consumer 
sovereignty soon gives way to producer sovereignty, which allows the stakeholder interests of big 
private actors to dominate at the expense of national policies and intentions. This type of digital 
transformation – whether it is in the public or the private sector – is usually based on an economic logic 
that equals digitalization with either financial profit, savings or increased systemic efficiency [37], [38], 
[39], [40].
From a micro perspective, different stakeholder positions are emerging. Parents and teachers enter the 
equation as agents interested in the data generated by new digital technologies in education. However, 
the interests of teachers and parents may differ, as teachers tend to use performance and achievement 
data in a functional manner to inform instructional strategies [41], whereas parents might have more 
implicit interests (e.g. choosing schools for their children). Further, school leaders might use data from 
technologies in the classroom to allocate financial means or teacher re sources to specific groups of 
students. This is in line with the recent trend of datadriven or data-informed school management, which 
is becoming increasingly popular within the Danish educational system [42], [43]. A somewhat recent 
Danish study shows that both school leaders and parents find quantitative data more legitimate than 
qualitative data, whereas teachers prefer to use qualitative data to inform classroom practice. However, 
at school level quantitative data are more often used as the basis of local decisions, because quantitative 
data is easier to collect and organize systematically [44]. Although these stakeholder interests are not 
necessarily conflicting, they pose different perspectives and add different uses to the data generated by 
digital technologies in schools. 

4.2 Ecosystem of technologies
The changes described in the above section have direct implications for the ecosystem of technologies. 
Although Denmark in general is a highly digitalized country [45], the latest digitalization strategies 
have further increased the number of digital technologies in the classroom. In conjunction, these 
technologies form an ecosystem capable of generating data about several aspects of learning and 
teaching environ ments, including data on individual students’ learning outcome. However, different 
technologies in the classroom accommodate new stakeholder positions. For instance, a growing number 
of Danish so-called iPad-schools have occurred across the country investing in tablets based on a ‘one 
device, one student’ strategy [46]. Such strategies open for further intersections between public 
education and private market actors, who have learning and financial profiting as their respective 
interests. 
Specific hardware also affects the kinds of software that are implemented in educa tion. An example 
from the Danish case is the implementation of learning management systems, which is part of a larger 
2014 collaboration between government, municipalities and private contractors (Danish: Bruger portal 
sinitiativet). Because all students have been equipped with either laptops or tablets, the idea is to further 
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expand the digital infrastructure of Danish primary and upper secondary schools by providing teachers 
with online platforms that can help facilitate learning activities in the classroom. One of the features of 
the project is that data on student learning progression and well-being can be gathered and shared with 
teachers, parents, school leaders and governing institutions [47]. This allows the municipalities and the 
state to track pro gress on both an institutional (schools) and an individual (students) level, which po
tentially allows data to be used for accountability or benchmarking purposes.

4.3 Analytics practices in technology-rich educational ecosystems
From the descriptions above, it becomes clear that the digitalizing of the Danish primary and lower 
secondary school has created a large and diverse ecosystem of technologies capable of producing large 
amounts of data. It is equally clear that this development has opened for new stakeholders with other 
interests in educational data than optimizing learning outcomes. As the educational ecosystem evolves, 
new ana lytics practices might emerge. Right now, however, we see three main types of analyt ics 
practices within the educational ecosystem.The first type of practice is institutional analytics. From a 
macro perspective insti tutional analytics focuses on accountability, benchmarking and institutional 
governance, and it is still a very common type of analytics despite the increased focus on the individual 
learner. From a micro perspective, this particular interest also manifests locally when school leaders use 
educational data in the interest of allocating financial means and teacher resources to specific areas of 
the school. Thus, we see institutional analytics as a dominant analytics practice with institutional 
governance as its purpose and with the distinct success criteria of increasing operational efficiency. 
The second kind of practice we see is business analytics. If we turn to industry, we see a range of private 
actors interested in using the data created within the ecosystem of technologies for competing in the 
economic market more effectively [48]. Particu larly, the developers of digital learning resources are 
important actors because they dominate the teaching of specific school subjects and hence have large 
amounts of data from the classrooms available to them. These types of data can be utilized in the process 
of designing or redesigning products with the aim of aligning business planning and strategy with data-
informed knowledge of consumer (i.e. students and teachers) behavior. Thus, business analytics has the 
purpose of consolidating and increas ing specific market positions and the distinct success criteria of 
ensuring revenue, and we see it as another dominant analytics practice within the Danish educational 
ecosystem.
The third kind of analytics we see is learning analytics. Learning analytics has the purpose of 
understanding and optimizing learning and learning environments and the distinct success criteria of 
improving students’ learning outcome. As such, learning analytics is concerned with a wider variety of 
methodological and ethical issues, than is the case in the other two analytics practices. In addition, 
questions of data owner ship and the difficulties of operationalizing valid measures of learning also 
makes the practice of learning analytics the most complex [44], which might explain why learn ing 
analytics currently seems to be the least dominant analytics practice in the Danish context. We see very 
few examples of full-fledged implementations of learning analytics tools, and they are often met with 
skepticism from practitioners. 

5 Discussion
According to Reyes [49], learning analytics – as opposed to other types of analytics – has the potential to 
inform and benefit most stakeholders in education, because it examines the one unit that most 
stakeholders share, namely the learning of students. However, as we have pointed out there are many 
other types of analytics in education. Learning analytics is, as such, not a replacement for other kinds of 
analytics, but rather it is a further addition to an already complex educational ecology. In the following, 
we will briefly address how this complexity affects different stakeholder positions within the field.
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5.1 Implications for policy makers
At the levels of policy and governance, there is a need for a more reflected approach to analytics based 
on deep knowledge of the potentials and limitations of data analytical methods in educational contexts. 
This implies that policy makers take into account the dynamics of the complex educational ecology and 
carefully consider how bringing in new technologies and new stakeholders affect the different 
ecosystems and the ecology as a whole. This means that knowledge generated through analytics is not 
blindly integrated into educational policies as a replacement for teacher expertise. Rather, such 
knowledge should be a supplement to teachers’ pedagogical thinking and professional judgement [50].

5.2 Implications for schools and private stakeholders
As data magnitude and stakeholder numbers increase, so does the opportunities for data breaches. In 
addition, as more stakeholders from the private sector contribute to the ecosystem of technologies, the 
question of data ownership becomes more apparent [51]. This only adds to the high requirements of 
security and transparency that are already assigned to the field. Schools have a major challenge coping 
with this com plexity. As pointed out by Rao, Ding & Gudivada [52], successful analytics require a 
highly sophisticated reference architecture consisting of many different human and technical resources. 
As such, neither schools nor private stakeholders are left alone to cope with the many challenges of 
analytics, but are required to collaborate and find common solutions and workflows.

5.3 Implications for teachers
Teachers might come under heavy pressure when different kinds of analytics enter the educational 
ecology. Thus, data literacy skills need to become an integral part of teacher training and education [53]. 
Data literacy is, in this sense, not only a matter of being able to understand and interpret data, but it also 
includes the ability to act upon data in a critical and constructive manner. A part of this is being aware of 
how differ ent stakeholder positions within the ecology implies specific interests in educational data. 
Thus, teachers must be able to interact with data in a way that balances datainformed decision-making, 
and pedagogical freedom and reasoning.

5.4 Implications for students and parents
It is arguably an open question whether students can be seen as stakeholders in analytics, especially if the 
students are children. Students are, however, one of the main contributors and creators of data, as it is 
their activities and behavior that generate a big part of the data used in analytics. Still, new evaluation 
formats (especially in formal education) require students to be able to understand how the resulting data 
are interpreted. Data literacy is, thus, a key competence for students at all levels of the educational 
system. Similarly, parents are faced with many types of data about their children – particularly through 
primary and lower secondary school (assessment data, data on well-being, performance data etc.). 
Hence, data literacy skills are also important for parents in order for them to gain agency.

6 Conclusion
From the description of the Danish case, we have seen that stakeholder positions in education point to 
different and specific interests in doing analytics. Thus, it is an important point that not all types of 
analytics in education are learning analytics, i.e. analytics with the purpose of understanding and 
optimizing student learning and learning environments. Analytics concerned with institutional 
governance, benchmarking, accountability, business profits etc. are all relevant and for the most part 
legitimate positions seeking to take advantage of the digital traces left behind by dif ferent actors in 
education. These different positions do not necessarily pose a prob lem. However, when stakeholder 
interests are conflicting, we might see counterproductive initiatives where the use of different types of 
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analytics are working in opposite directions. As such, taking into account the different stakeholder 
positions and interests in analytics is crucial for further development and manifestation of the field of 
educational analytics.
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 Importance and impact of 5G network is critically discussed in this study. Several types of challenges 
and mitigation process of those challenges are critically evaluated here. For this reason, this study 
should be beneficial for each and every company in future.
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1 Introduction
In the late 20th century, notions of effective instruction changed as the theoretical underpinnings of 
learning expanded from behaviorism to constructivism and socialcultural theory [1]. Our understanding 
of the role educational assessments likewise shifted from summative assessment to formative 
assessments, emphasizing that the function of assessment is to provide students with details of their 
progress to support their learning [2]. Technology plays a critical role in supporting this change by im
proving efficiency, reducing cost, and assisting in the development of adaptive tasks [3], [4]. 
This manuscript presents results from the study of a computer-based formative assessment system. This 
section presents the background and context of the study, describes curriculum-based measurement and 
gamification, provides a rationale for the current research, and concludes with our research questions.

1.1 Background and context 
Echoing the transition from summative to formative assessment, China’s Ministry of Education 
initiated a curriculum reform to encourage computer-based formative assessment in college English 
teaching and learning. In 2004, the Chinese Ministry of Education (CMOE) began to reform the college 
English curriculum by implementing two main changes: increasing computer-assisted learning in 
English to individualize students’ learning plans; and, adding formative assessments to the extant 
summativeheavy assessment system to motivate and inform students about their progress. In response 
to these reforms, many Chinese universities have developed computersupported formative assessments 
to support teaching English—an approach that has been praised by both teachers and students. 
Formative assessment can assist learning by providing feedback on students’ progress. One formative 
assessment approach involves the use of curriculum-based measurement (CBM). CBM uses reliable, 

A B S T R A C T

In this study, we employed a random control experiment to evaluate the effectiveness of gamification (e.g. 

scores, goal, progressive bar, etc.) and initial task difficulty on college student engagement with computer-

based assessments. A group of Chinese college students (N=97) were randomly assigned to four groups 

obtained by crossing the two independent variables: gami fication (with or without) and entry level 

difficulty (low or normal). Students completed several English reading tests (maze tests) for 35 minutes. 

Student engagement was measured by the average off-task time between two maze tests. The results 

showed that both gamification and low-difficulty entry level reduced students’ off-task time. However, the 

gamification effect was only signif icant for male students but not for female students. The study also 

demonstrated that the maze test can be a potential method to predict general English profi ciency with 
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sim ple, and brief standardized assessments that provide teachers and students with func tional 
performance information that can be used to guide instructional decision mak ing. CBM uses 
commonplace measurement tasks (e.g., maze tests, reading aloud from a text, and written word 
sequences), and standardized scoring rubrics to assess each task. 
Originally developed to test the effectiveness of an individualized educational plan for special 
education, CBM is now used widely in elementary and secondary educa tion to monitor students’ 
progress in math, literacy, and language learning in the United States [5]. CBM helps teachers monitor 
students’ learning progress over time and customize instructional interventions for students based on 
individual perfor mance. Technical adequacy is an important characteristic of CBM [6]. Previous 
research has demonstrated the reliability and validity of diverse CBM assessments in reading [7], 
writing [8], and mathematics [9]. 
Computer administration of CBM can reduce teachers’ workload by auto-scoring assessments, 
improving scoring accuracy, and individualizing feedback. However, to deliver sound and timely 
information on students’ progress, assessments must be valid, reliable, and efficient. Previous research 
has demonstrated the reliability and validity of using computerized CBM, and teachers have responded 
favorably to computerized assessment administration [10], [11].

1.2 Curriculum-based measurement and English language learners
Although initially developed to monitor students’ math and literacy progress in special education, CBM 
use has expanded to general education and second language learners [5]. For example, CBM-Reading 
has been used in the US with English language learners (ELLs) whose native languages are Spanish, 
Chinese (Mandarin), Japanese, and Arabic, and research has demonstrated that CBM-Reading is 
sensitive to ELLs’ growth in reading skills [12]–[14].
In 2014, 99% percent of Chinese undergraduate students enrolled in regular highereducation institutes 
were taking English classes [15], [16]. English proficiency plays the role of “gatekeeper” for advanced 
degrees. Potential graduates are not awarded bachelor’s degrees if their English performance does not 
meet the national standard. 
Efficient formative assessment approach is needed for this large population. 
However, traditional norm-referenced standardized tests may not be valid for lan guage minority 
students (i.e., students whose primary or home/native language is not English) due to cultural and 
linguistic factors [14]. For ELLs, CBM appears to be a promising assessment approach. Thus, it is 
important, to investigate whether using CBM with Chinese ELLs helps teachers identify students with 
language learning difficulties. Most studies on CBM and ELLs focus on bilingual students who are 
learning English in English-speaking countries (for an overview, see Sandberg & Reschly [14]). One 
recent study was found to investigate the efficacy of using CBM in a non-native English-speaking 
country. Chung and Espin [17] examined the validi ty of using CBM with Dutch students who were 
learning English. They reported alternate-form reliabilities of maze scores ranging from 0.44 to 0.88 as 
well as correla tions between maze scores and English course scores ranging from 0.20 to 0.79. The 
results suggest that CBM has the potential to be a reliable and valid predictor of ELLs’ English 
proficiency. Because of its small sample size, however, the study can only be considered exploratory. 
More research is needed to confirm the findings. 

1.3 Research on gamification and students’ engagement
Encouraging active participation and sustaining motivation while completing com puter-based 
assessments are critical to maintaining the efficacy of formative assess ments. Many studies have 
researched the relationship between students’ motivation and their test performance [18], [19]. A 
literature review of 12 empirical studies indicated that unmotivated students scored more than one-half a 
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standard deviation lower than highly motivated students [20]. Students’ motivation also influences the 
effectiveness of computer-based assessment. For example, research has demonstrated that the extent to 
which students come to “accept” an assessment system influences their willingness to use CBA [21]. 
Many strategies have been used to increase students’ motivation in online learning and assessment 
environments. One commonly used approach, gamification, has attracted considerable attention from 
the education and business sectors [22], [23]. 
Gamification is the use of game elements in non-gaming contexts to improve user experience and 
motivation [24]. Results from many gamification studies suggest that gamification has a positive 
influence on students’ motivation and performance. Using gamification in CBM may increase students’ 
participation and help sustain motivation. 

1.4 Research questions
The current study addressed the use of a gamified CBM assessment system with Chinese ELLs. We 
examined the effect of gamification on students’ engagement when using a CBM system. In addition, 
given the benefits of CBM with at-risk school-age students [6], we were interested in whether CBM 
would help teachers to identify students who experience difficulties learning a second language. 

The study included two formal research questions: 
RQ1: Do gamification and low-difficulty entry level improve students’ engage ment when taking 
assessments?
RQ2: Can the maze test results predict ELLs’ English course grades?

2 Method

2.1 Participants
Participants were recruited from a four-year, second-tier regional college in the Si chuan province of 
southwestern China. The college had an enrollment of approximately 12,000 undergraduate students, of 
whom 68.4% were female. All and sophomores were required to take a weekly 90-minute English 
language course each semester. Students from two English classes taught by one English teacher 
(N=103) were recruited for the pilot study. However, six students chose not to participate in the study, 
yielding a final sample of 97 students. The students received extra credit for taking part in the study. 

2.2 Materials
The materials included two versions (gamified vs. none-gamified) of a web-based CBM system, known 
as Avenue: PM. A full description of the software (including the management system, CBM assessments 
and scoring rules, teacher scoring interfaces, and data performance charts) is presented elsewhere [25]. 
Students participating in this study only took the maze test in Avenue: PM. Maze assessments: A maze 
test is a common CBM assessment used to monitor students’ reading progress [26], [27]. In a maze task, 
students are given a text passage with a blank space for every seventh word, excluding the words in the 
first sentence. 
The maze passage includes three choices: one is the correct answer and the other two are distractors. The 
distractors are taken from a different, randomly selected part of speech rather than the part of speech of 
the correct answer. For example, if the correct answer were a noun, the two distractors may be verbs, 
adjectives, determiners, con junctions, or prepositions. The incorrect choices are randomly generated 
from a dis tractors’ pool in Avenue: PM. The maze passage is timed to one minute. Students read the 
passage and use the mouse to select the word for each blank.
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Test passages are written at 12 reading levels, with every two levels corresponding to one grade of 
American students’ reading proficiency in primary school. The success criterion (a score from 3–14) is 
the total score (i.e., correct – incorrect items) required for a student to move forward within a level. 
Students begin with passages presented at a predetermined reading level (i.e., 1–12), but move up or 
down levels according to their performance. Each level includes six steps, and students move up or 
down a step depending on whether they achieve the success criterion for a passage. Reaching step 6 
moves the student up a level and falling below step 1 moves the student down a level (in both cases re-
starting at step 2). The system uses an algorithm to select passages in a random order without repetition. 
After completing a passage, the student receives a score and correct/ incorrect feedback. The system 
contains 237 passages written by subject-matter experts, and each level includes between 13 and 40 
passages. 
Two versions of the maze: were developed for this study. Both present students with maze assessments, 
but they differ in the presence or absence of gaming elements designed to enhance student motivation 
and engagement.
Version 1: Maze with gamification features. Effectively designed game environments create a sense of 
flow [28], resulting in improved concentration, joy, and in volvement [29]. The game elements 
employed in the maze assessment aim at generat ing positive emotional experiences by “shift[ing] 
students’ perceptions about the tasks from ‘testing’ environments to ‘practice’ or ‘gaming’ 
environments” [25]. 
The gamified version of the software includes four elements (see Figure 1). The first game element is 
progressive difficulty levels. The test passages become more complex as the levels increase. Students 
move up or down between levels according to their current reading performances in the system, similar 
to that which occurs in adaptive assessments. Students receive notices when their current level. The 
second element is the presence of visually appealing images of animal characters that repre sent the 
levels. Low-difficulty levels use characters that are lower on the food chain (e.g., a crustacean or 
jellyfish) and high-difficulty levels use more advanced animals (e.g., an elephant or lion). Third, a 
progress bar is presented within each level. The progress bar is similar to the energy graphic that appears 
in many online games. Students can see where they are in each level and how many more assessments 
they need to pass before moving on to the next level. The fourth element is immediate feedback on the 
score. After completing a maze test, students automatically see the correct answers and their total score. 

Fig. 1. Maze with gamifications

Version 2: Maze without gamification features: The maze test includes embedded  game elements. To 
test the effect of gamification, a non-gamified version of maze was developed and compared with the 
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original maze test with gamification features. Figure 2 includes examples of the non-gamified version. 
The level notification that is shown in the gamified system is hidden in the non-gamified version. Table 1 
shows the differences between the two versions of maze tests. 

Fig. 2. Maze without gamifications

Students using non-gamified maze test do not know their current level, their progress within a level, or 
their score for each passage. Despite the two versions’ differ ent interfaces, the progress mechanism 
remains the same. Thus, even though students using the non-gamified version are unaware of their 
progress, they move forward and backward in levels.

Table 1. Table 1. Interface Differences between Two Versions of the Maze

Entry level difficulty: There are 12 difficulty levels for the maze test. Test passages in successive levels 
become progressively difficult in both lexical complexity and the success criterion. As described in the 
previous session, students begin with passages presented at a predetermined level (i.e., 1–12), and move 
up or down levels according to their performance. Reading passages used in levels 1 – 4 are of low diffi
culty (i.e., grade equivalent reading level 1 – 2.5), levels 5 – 8 are of normal difficulty (i.e., grade 
equivalent reading level 3 – 4.5), and levels 9 – 12 are of high difficulty (i.e., grade equivalent reading 
level 5 – 6.5). 

Criterion test: The final exam in the English course was used as the criterion test in this study. The final 
exam assesses students’ English-language ability in different areas, including reading, grammar, 
vocabulary, and writing. It is a one-hour, paperbased exam taken at the end of the semester. The exam is 
scored using a range of 0 100, with 100 representing the highest possible score.

2.3 Procedure
Students were randomly assigned into four groups obtained by crossing the two independent variables, 
gamification and entry level difficulty. They used the gamified or non-gamified Avenue: PM system, 
depending on their group assignment. The students began the maze test in Avenue: PM at either level 3 
(low-difficulty entry level) or level 6 (normal entry level). The two different entry levels were suggested 
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by the students’ English course teacher. The descriptive statistics covering the students in each treatment 
group are shown in Fehler! Verweisquelle konnte nicht gefunden werden..
The study was conducted during a 45-minute English class session in a computer lab. Students in the 
class received a printed handout of the system instructions. The students were given 35 minutes to use 
the system, but due to an unreliable Internet connection, not all students were able to use the entire 35 
minutes for testing. 

Table 2. Descriptive Statistics across Treatment Groups

2.4 Data analysis
To examine the impact of gamification and entry level difficulty on students’ engagement for research 
question one, students’ average off-task time between maze assessments was used as the dependent 
variable. The average off-task time was measured by the total off-task time divided by the total number 
of maze passages completed. Total off-task time and total mazes completed were extracted directly from 
the database. Higher off-task time indicates lower student engagement. The independent variables 
included system version (i.e., with or without gamification), entry level difficulty (i.e., low-difficulty or 
normal), and gender (i.e., male or female). 
For research question two, students’ final exam scores served as the criterion vari able. Students’ end 
level on the maze tests was used as the predicting variable. Pear son correlations were calculated 
between students’ end level on the maze tests and their final score. In addition, differences in maze end 
level by gender was also examined to assess the validity of the maze test as an indicator of students’ 
English ability.

3 Results
RQ1: Do gamification and difficulty affect students’ engagement? 
Table 3 reports the mean and standard deviations of off-task time for four treatment groups, and Table 4 
reports the mean and standard deviation for the four treatment groups broken down by gender.

Table 3. Students’ Off-task Time (in seconds) per Passage by Treatment Groups
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Table 4. Students’ Off-task Time (in seconds) per Passage by Treatment Groups and Gender

Raw data for the off-task time were not normally distributed, therefore, a log trans formation was 
performed on the off-task time before conducting the subsequent ANOVA analysis. After the log 
transformation, normality and homogeneity of variance were achieved.
A three-way (2×2×2) ANOVA was used to examine whether gamification, difficul ty, and gender 
influenced students’ engagement as measured by off-task time. The main effect for gamification was 
significant, [F (1, 95) = 5.28, p < .05], as was the main effect for low-difficulty entry level [F (1, 95) = 
7.44, p < .01]. The results also showed a significant gender effect, [F (1, 95) = 9.93, p < .01], with lower 
off-task time for female students than for male students. The two- and three-way interactions were not 
significant for all independent variables (all p > .05). 
To address the concern of “single observation” and the issue of the imbalanced sample in the three-way 
ANOVA, a follow-up two-sample t-test was conducted to examine the effect of gamification on male 
and female groups separately. Gamifica tion significantly reduced off-task time for male students (t = 
2.17, p < .05), but not for female students (t = 0.92, p > .05). The results showed that gamification had a 
positive effect on reducing the off-task time for a specific gender group.

RQ2: Can maze tests performance predict students’ English ability?
To examine the validity of the maze tasks, the correlation between students’ end level on the maze tests 
and their final English score was examined. We also compared the mean differences of maze end level 
between male and female students. Table 5 reports the Pearson correlation between maze end level and 
course grade, which ranged from .42 to .48 in the overall sample, within male students, and within 
female students. All correlations were significant at the .05 level. 

Table 5. Correlation between Maze End Level and English Course Exam Score

The mean difference between gender groups was also examined. For the maze tasks, a statistically 
significant difference (t = 4.63, p < .001) was found between the two gender groups, with females 
achieving a higher ending maze level than male students. This result matched the difference in the final 
course grade between the two gender groups (t = 6.04, p < .001). Table 6 includes mean and standard 
deviations of students’ English test score and maze end level by gender.
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Table 6. Students’ English Course Exam Score and Maze Tasks End Level by Gender

4 Discussion
This study examined the effect of gamification and initial difficulty on Chinese ELLs’ engagement in a 
CBM assessment system. In addition, the study investigated the validity of using maze assessments to 
measure Chinese ELLs’ English proficiency. This section discusses the main findings, implications, and 
limitations of the study as well as future directions. 
Gamification improved engagement by reducing students’ off-task time. Using the system with game 
features (i.e. progress bar, level, and scores) resulted in students spending significantly less off-task time 
between assessments. This result aligns with previous findings suggesting that gamification can 
increase students’ effort during assessments [30] and improve students’ motivation when using a 
tutoring system [31].
Despite the general positive effect, it is interesting that gamification only reduced male students’ off-
task time. Two explanations for this finding are offered. First, male students enjoy video games more 
than do female students [32], [33]; thus, they might be more stimulated and more engaged in the 
gamified system. Second, levels and points may be more effective for students with lower abilities [30]. 
In our sample, the female students had higher English proficiency (thus hypothetically, higher English 
ability) than male students as shown in Table 6, therefore, gamification may have less effect on female 
students than male students.
However, caution is urged in generalizing these results as the existing literature on the role of gender in 
gaming environments is mixed. For example, De Jean, Upitis, Koch, and Young [34] found that gender 
played a key role on learning outcomes and attitude in a gamified learning environment. However, other 
studies have found gamification to be equally motivating for male and female high school students’ in a 
computer science course [35] or had no gender effect on fifth-graders’ math performance and attitude 
[36]. Recent studies argued that male and female preferred different types of games [37], and females 
were motivated more by the social aspects of gamification [38]. Therefore, the gender differences in the 
effectiveness of gamification would be influenced by the design (e.g., the nature of the gamification 
elements) of the gamification environment. 
The current study also demonstrated that low-difficulty entry level improved students’ engagement by 
reducing off-task time while using the system. Students who started at easier levels displayed 
significantly less off-task time than those starting from normal entry level. Starting with an easier task 
appears to be a good strategy for improving students’ engagement when completing maze tests. 
Previous research suggested that gaming environments can effectively motivate students by providing 
“challenging but not overwhelmingly difficult” experiences [39]. When the challenge and difficulty are 
appropriately balanced, a student will be immersed in a “flow” status [28], in which a person becomes 
engaged in an activity with deep concentration and enjoyment. 
The validity analysis suggests that maze task score is a promising indicator of gen eral English 
proficiency for Chinese ELLs. First, the correlation between ending maze level and the English course 
grade is significant for both the overall sample (r = .48) and the gender subgroups (r = .45 for female; r = 
.42 for male). These findings are consistent with a previous study by Chung and Espin [17], who 
reported correlations between maze scores and English course grades ranging from 0.19 to 0.79 with 
Dutch ELLs. In addition, the gender gap in the maze score is consistent with the gender gap in students’ 
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English course scores. Gender differences in foreign language learning is a well-acknowledged 
phenomenon (e.g., [40]). Such differences may be attributable to a difference in brain functions or from 
the difference in learning strategies[41], [42]. Indeed, Chinese female students usually achieve higher 
than male students in both English vocabulary and general proficiency tests (e.g., [43]). Therefore, 
differences in maze performance between male and female groups appear to support the maze as a valid 
indicator of general English proficiency. In the current study, female students significantly 
outperformed male students in the English course exam. The analysis indicates that the maze task is 
sensitive to identifying students with different levels of English proficiency in general.
The current study has three notable strengths. First, the gamified system was not compared to a 
traditional paper-based assessment or a different computer-based assessment, but to a system identical 
to the gamified one with the exception of a few gamification features in the interface. Therefore, the 
differences in students’ behaviors were thus due to the gamification effect, not the different format of the 
test (i.e., pa per-based test vs computer-based test). Second, the participants were not children, but 
college students who may not be easily motivated by gamification elements employed the system (e.g. 
visually appealing images). Arguably, the effect of the same gamified system on children or adolescents 
might be larger than the effect found in this study. 
The third strengthen is that this study used engagement indicators (i.e., off-task time) derived from 
students’ recorded behaviors in the assessment system, which may be more accurate and objective than 
data collected from subjective surveys.
Limitations of the study are also noted. The original research question did not consider the gender effect 
in the design stage; therefore, even though students were ran domly assigned to the four treatment 
groups, the distribution of male and female stu dents was not equal across the four groups. The 
gamification effect can be more relia ble with a balanced design. Furthermore, this study measured 
students’ engagement over a short period of time (35 minutes). Previous research has pointed out that the 
perceived benefits of gamification decline with use [38]. Therefore, the findings of this study might not 
be applicable in a long-term study. 
Implications for future research are offered. To begin, future study might investi gate the effects of 
voluntary participation1. Voluntary participation allows students to enter or leave a game at will. This 
mechanism can transform a challenging learning process into a more pleasurable experience. This study 
was only semi-voluntary: students were given 35 minutes during their English class to explore the 
system. Stu dents did not have an alternative activity available to them. It would be interesting to 
investigate whether students’ behaviors would change without teachers and peers’ presence. Second, 
future studies could consider the interaction effect of the teacher’s presence and gamification. While 
both have the potential to boost student engage ment, teachers’ presence might diminish the effect of 
gamification, especially in an educational culture where gaming in class is not a traditional instructional 
activity but associated with disruptive and dis-engaging behavior that requires teachers’ intervention. 
Third, it would be interesting to investigate the longer-term effects on students’ motivation and 
behaviors while using the Avenue: PM system. 
In conclusion, the present study provides support for using the maze task with Chi nese ELLs and 
demonstrates the complexity of designing educational assessment systems with game features. It also 
opens new directions for further research on using gamification in a CBM system.
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and commentaries. Exceptionally, in particular areas, a scientific paper in the Journal can be in a form of a monograph or a 

critical edition of scientific data (historical, archival, lexicographic, bibliographic, data survey, etc.) which were unknown 

or hardly accessible for scientific research. 
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Professional articles: 

1.  Professional paper (contribution offering experience useful for improvement of professional practice but not necessarily 
based on scientific methods); 

2.   Informative contribution (editorial, commentary, etc.);

3.   Review (of a book, software, case study, scientific event, etc.)

Language 

The article should be in English. The grammar and style of the article should be of good quality. The systematized text should be 
without abbreviations (except standard ones). All measurements must be in SI units. The sequence of formulae is denoted in 
Arabic numerals in parentheses on the right-hand side. 

Abstract and Summary
 
An abstract is a concise informative presentation of the article content for fast and accurate Evaluation of its relevance. It is both 
in the Editorial Office's and the author's best interest for an abstract to contain terms often used for indexing and article search. 
The abstract describes the purpose of the study and the methods, outlines the findings and state the conclusions. A 100- to 250- 
Word abstract should be placed between the title and the keywords with the body text to follow. Besides an abstract are advised to 
have a summary in English, at the end of the article, after the Reference list. The summary should be structured and long up to 
1/10 of the article length (it is more extensive than the abstract). 

Keywords 

Keywords are terms or phrases showing adequately the article content for indexing and search purposes. They should be 
allocated heaving in mind widely accepted international sources (index, dictionary or thesaurus), such as the Web of Science 
keyword list for science in general. The higher their usage frequency is the better. Up to 10 keywords immediately follow the 
abstract and the summary, in respective languages. 
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Tables and Illustrations 

All the captions should be in the original language as well as in English, together with the texts in illustrations if possible. Tables 
are typed in the same style as the text and are denoted by numerals at the top. Photographs and drawings, placed appropriately in 
the text, should be clear, precise and suitable for reproduction. Drawings should be created in Word or Corel. 

Citation in the Text 

Citation in the text must be uniform. When citing references in the text, use the reference number set in square brackets from the 
Reference list at the end of the article. 

Footnotes 

Footnotes are given at the bottom of the page with the text they refer to. They can contain less relevant details, additional 
explanations or used sources (e.g. scientific material, manuals). They cannot replace the cited literature. 
The article should be accompanied with a cover letter with the information about the author(s): surname, middle initial, first 
name, and citizen personal number, rank, title, e-mail address, and affiliation address, home address including municipality, 
phone number in the office and at home (or a mobile phone number). The cover letter should state the type of the article and tell 
which illustrations are original and which are not. 
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