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To Study University Smart Campus to Matching 
Requirements of Industrial Revolution 4.0 in Education Case 

Study: 'Al-Madinah International University Mediu'

A B S T R A C T

Cyber-physics system is combination of physics with cyber components potentially networked and 

interconnected devices, individually any of these would have a large impact. together, it is a perfect 

storm of change, Cloud computing uses remote servers to store, manage and process data for faster 

processes, 3D printing lab, robotics and IoT lab in smart University, Augmented reality is impact smart 

classroom  to allow student to study theoretical subjects with interaction  in 3D data, Big data can 

determine future actions and improve evaluation and analyzing and cyber Security protects smart 

campus most valuable data, Internet of things IoT which connected internet to machine to send, receive 

and process data, Simulation ideal for training university staff and scenario planning, Autonomous 

systems program machinery and robots to act autonomously, Therefore, the 4.0 IR makes a University 

interoperability which is machine, devices and people connect and communicate with one another. The 

aim of this study is to propose conceptual model of smart university campus and smart education based 

on new method of teaching and advance technology and identify the main distinctive features, 

components, technologies and systems of smart university, the qualitative study and interview shows 

that the five academic programs from information Technology faculty and Business faculty small 

percentage of IR 4.0 areas are included in the curriculum used nine pillars of cyber-physical 

systems.

1 2 3 Shadi M. S. Hilles, Abdallah Mahmoud Mousa Altrad, Barjoyai Bardai
1,2

Faculty of Computer & Info. Tech,
1,2,3,

Al-Madinah International University (MEDIU) 
1E-mail: shadihilless@gmail.com

I. INTRODUCTION

Nowadays, the increased and rapid changed on technology in several sectors such as smart home, smart 

campus due to interconnected devices and high bandwidth of internet speed, where is data store in cloud 

computing in real time, and due to data generated from several resources while Artificial Intelligent 

became much more complexity algorithm, therefore, the new era which is represented the advance 

technology in embedding systems or it's called cyber-physical systems the era is called Industrial 

revolution 4.0 IR 4.0 or Industry 4.0  [1], the IR 4.0 has potential to disrupted the existing conventional 

approach in enterprise, manufactories and as well university campus, therefore, there is interoperable 

systems decentralization, transparency and making decision systems, those allow to coordinated more 

effort among industrial, enterprise, universities and even countries [2], the Internet communication 

technology ICT facilities smart machines, storage systems and production facilities capable of 

autonomously exchanging information and also called smart factory, The term of IR 4.0 has been 

introduced in 2013 by Germany group in academic, business and politics to adopted new era of high
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tech- strategy for 2020, and was revived in 2011 at the Hannover Fair. There are number of technologies 

making up IR4.0 such as AI, Robotics, Automation, genetic engineering/biotechnology, Nano 

technology, Most of these are autonomous, things that happen without human intervention.
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Fig1. History of Industrial Revolution

Figure 1 is represented the historical of industrial revolution where is first industrial is mechanical 

industrial and it was based on steam power and coal, the second is electrical industrial and represented 

by steal, petroleum and electrical, the third industrial has several name such as electronic, digital 

automation production and sustainable, digitalization, semiconductors, information technology 

and internet, while the fourth industrial is called cyber-physical systems means everything is connected 

to everything digital, physical and biological[3].

Cyber-physics system is combination of physics with cyber components potentially networked and 

interconnected devices.

Individually any of these would have a large impact. together, it is a perfect storm of change, Cloud 

computing uses remote servers to store, manage and process data for faster processes, Adaptive 

manufacturing which is digital 3D design data builds in layers by depositing materials, Augmented 

reality save expense of a physical trail to show a product, Big data can determine future actions and 

improve processes and cyber Security protects manufacturer’s most valuable data, Internet of things 

IoT which connected internet to machine to send, receive and process data, Simulation ideal for training 

employees and scenario planning, Autonomous systems program machinery and robots to act 

autonomously, Therefore, the 4.0 IR makes a factory interoperability which is machine, devices and 

people connect and communicate with one another, information transparency system: create virtually 

copy of physical world through sensor data, decentralization decision- making which is cyber-physical 

systems make simple decisions become as autonomous as possible, technical assistance: the system
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support humans in making decisions and solving problems and assist with tasks, and every industrial is 

planning substantial investments.

What are the challenges for the workforce? Increased expectations regarding individual flexibility, 

Change of necessary qualification, Improvement through the use of robots, Create of new jobs for high 

skilled workers.

The proposed project is based on improvement of building services efficiency, smart services and smart 

tools.

The IR 4.0 consist nine pillars of advance technology which are impact to education and new method of 

teaching. Those pillars as shown on figure below:

Fig.2. IR 4.0 and nine pillars of advance technology Objectives of smart University

One of requirements to enable smart university is smart education, which is needed to enhancing 

curriculum and activities in order to offered IR 4.0 advance technology in curriculum, these 

technologies as illustrated on figure 2 play important role education to increase effectiveness of 

education in classroom and eLearning and for knowledge to be effectively on future for student by 

sharing and training, the innovative and advance technology such as augmented and virtual reality, 

cloud computing which allow to enhance the effectiveness of data management in smart campus [5].
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Fig. 3. University Smart Campus

In Figure 3. illustrated University smart campus and figure 4 presented framework of education 4.0, 

teaching factors to upgrade traditional learning factors by emerging digital technologies [5], the 

Learning factory module is presented and has been discussed [6], To make university services and 

facilities much more agile and flexible, ease and fast, responsive to students needs and promote 

competitive of advance technology IR 4.0 to able to move  to smart campus, it possible to create smart 

campus by using wireless sensors and many other advance technology IR 4.0 used[4].New 

infrastructure of interconnected devises IoT, and application of IoT. In this paper present smart campus 

framework as shown on the figure 3.

Fig4. Smart campus framework
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II. PROPOSED CONCEPTUAL APPROACH OF UNIVERSITY SMART CAMPUS

Objective of research paper is to propose conceptual model of universities smart campus used smart 

campus framework as a system based on smart university framework, level of a smart system, smart 

classrooms, smart faculty, smart pedagogy, smart software and hardware systems, smart technology, 

smart curriculum, smart campus and smart services, and to identify the main distinctive features, 

components, technologies and systems of smart university. Ref toMalaysia Education Blueprint 2015- 

2025 (Higher Education) [7, 8]

Fig. 5 Architecture of the conceptual proposed approach of university smart campus

 

III. SMART UNIVERSITY TAXONOMY: FEATURES, COMPONENTS AND SYSTEMS

The idea of next generation of smart classroom system that should significant emphasizes not only 

software/hardware features but also smart features and functionality of smart systems. Therefore, next 

generation of smart classrooms should pay more attention to implementation of smartness to create 

taxonomy of a smart university, smart features, smart services, and identify components and systems 

that go well beyond those a traditional university face-to-face classes and learning activities.

As illustrated on figure 4, the new approach of university smart campus is represented the four 

important factors such as smart services, access to information services, facilities & infrastructure and 

sustainability.



Identification features of Software systems to be developed as following:

Web-lecturing systems (with video capturing and computer screen capturing function) for learning 

content Smart classroom in-class activities recording systems Smart cameraman software systems 

Systems for seamless collaborative learning for both OC and OL in smart classroom and sharing 

learning content/ documents.

Collaborative web-based audio/video one-to-one and many-to-many communication systems

System to reply automatically recorded class activities and lectures.

 

Repository of digital learning content and online Smart learning analytics and smart teaching analytics 

systems

Ø Speaker/ instructor motion tracking systems

Ø Speech/ voice recognition systems

Ø Speech-to-text systems

Ø Text-to-voice systems.

Ø Face recognition systems

Ø Emotion recognition systems

Ø Various smart software agents

Ø Automatic translation systems

A. Construct smart campus based on cloud computing platform and internet of things IoT

The approach used is Smart campus development approach is based is based on higher stage of 

education information systems that connect everything through RFID, technology, sensors and Internet 

of things IoT.
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TABLE I: Smart campus based on cloud computing platform and internet of things IoT



Journal of Current Development in Artificial Intelligence (Volume - 11, Issue - 02, May - August 2023)     Page No 48                                         

B. Smart University taxonomy: features, components and systems.

The approach used the idea of next generation of smart classroom system that should significant 

emphasize not only software/hardware features but also smart features and functionality of smart 

systems. Therefore, next generation of smart classrooms should pay more attention to implementation 

of smartness.



Journal of Current Development in Artificial Intelligence (Volume - 11, Issue - 02, May - August 2023)    Page No 49                                           

TABLE 2: Smart campus based on cloud computing platform and internet of things IoT

C. System Features needed

The features needed in smart classroom as shown on the table below.

TABLE 3: Systems Features Needed
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IV. DATA COLLECTION

The data collection stage consisted of 12 individual interviews carried out with Computer and business 

professors from various disciplines, who teach design courses in the Faculties, the interviews were one 

hour long included written questionnaire based on method of teaching and offered subjects related to 

advance technologies included cognitive in blooms taxonomy.

V. RESULT SURVEY AND QUALITATIVE

In this section shows samples of questionnaire of MEDIU head departments and staff lecturer faculties 

of Computer Science & Info Tech. and also from faculty of business and administration.

Figure 5. Illustrated percentage of teaching subjects in areas of advance technologies

The questions samples in section of  department vision

First Question sample:
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VI. CONCLUSION

This research paper presented cyber-physical systems and nine pillars of industrial revolution 4.0, the 

requirement of university smart campus features, proposed conceptual model for smart campus where 

studies the needs services and devices for smart lab, smart classroom and smart services all important 

aspects to enable smart campus in the university.

This paper presented the collaboration of human and machine in education systems. And skills need for 

handling combined task elements. Collaboration of human and intelligent machines triggers mutual 

learning.
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Development of an Intelligent System for Detecting Mobile 
App Install Fraud

A B S T R A C T

The paper is devoted to the development of an intelligent system for detecting mobile app install fraud. 

The developed system consists of the following blocks: block of user data characteristics identifying; 

data heterogeneity resolution block; classification model training block; classification block; 

knowledge base (for detecting fraud) formation block; block of fraudsters database creation; data 

mining and user patterns formation block; general fraudster portrait prediction block. Software for the 

system was developed based on the proposed methods and models during the mobile app install fraud 

detection intelligent system design. The values of sensitivity (99%) and specificity (80%) of the 

development system are high, and it means that the developed intelligent system for detecting mobile 

app install fraud has adequate results.

Keywords - Fraud Detection, Mobile Application, Data Mining, Intelligent System.

Tetiana Polhul
Vinnytsia National Technical University Ukraine 

E-mail: tanapolg93@gmail.com

I. INTRODUCTION

The presence of fraud during mobile applications installation has recently become a widespread and 

significant (expensive) problem. For example, the AppLift study "Fighting Mobile Fraud in the 

Programmatic Era" [1] showed that, overall, 34% of mobile traffic that was observed was fraudulent. It 

costs more than $ 4.5 billion in losses. The objective of fraud during mobile applications installation is 

fraudulent data entry in the application. Since mobile application-developing companies invest  in 

marketing campaigns, which is intended to result in engaging new organic users, the purpose of such 

fraud is to withdraw funds from the developer companies without engaging organic users in return. At 

this stage, let's consider the known ways of fraud during mobile applications installation: mobile 

hijacking [2, 3], click spamming [2 – 5], action farms [2, 3]. With this in consideration, it should be 

noted that an automatic intelligent system development for detecting mobile app install fraud is of great 

significance, namely the intellectual component  of the system, that will allow finding fraudsters with 

new characteristics.

At the moment, there are several systems designed to detect fraud. Let's consider these systems by 

dividing them into groups. The first group consists of Fraudlogix [6] and Kraken [7], as these systems 

detect fraudsters by only one feature and use the existing fraud databases, so there is the possibility of 

uncertainty among many new fraudsters. The second group consists of Adjust [8], Kochava [9], and
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TCM Attribution Analytics [10]. Systems of this group also do not use all available user data, that 

reduces the effectiveness of fraud detection by these systems and make fraud detection impossible for 

events with new features. The Protect360 [11] by Appsflyer is in the third group – it also does not use all 

criterions and makes fraud detection based on the existing database of fraudsters and has the same 

disadvantage as the Forensiq system – the inability to find out the reason why a user was labeled as a 

fraudster, which is often an important task.

The fourth group consists of FraudScore [12] system and the AppMetrica [13] system that just 

integrated with FraudScore, unlike most previous systems, have their own updated algorithms and a 

self-learning system based on the neural network, but the systems do all of their assessments only based 

on some data, so fraudsters with other data may be omitted. The above systems do not use all available 

data, which reduces the effectiveness of fraud detection. Therefore, there was a need to develop a fraud 

detection system that, based on all available incoming data about mobile application users, will provide 

not only certain fraud detection, but also determine fraudsters patterns. Thus, it would be a possibility to 

solve the prediction and the fraudsters portraits creation problems using data mining based on 

determined patterns. This article shows the proposed approach to the development of an intelligent 

system for detecting mobile app install fraud.

II. INTELLIGENT SYSTEM FOR DETECTING MOBILE APP INSTALL FRAUD

The authors have proposed a fraud detection system based on data mining [14, 15], which consists of 

the following blocks (Fig. 1): block of user data characteristics identifying; data heterogeneity 

resolution block; classification model training block; classification block; knowledge base (for 

detecting fraud) formation block; block of fraudsters database creation; data mining and user patterns 

formation block; general fraudster portrait prediction block.

The presence of fraudsters is considered as an anomaly inlarge arrays of heterogeneous data about users 

during the design of the system.
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Fig.1. Fraud detection system based on data mining.

There was a problem of processing heterogeneous data in the process of developing the system. For this 

purpose, a generalized model of heterogeneous data and a method for data heterogeneity resolution 

were proposed in this paper using a scaling procedure based on the proposed four scales, which formed 

the basis for the block of data heterogeneity resolution. The transition from large data sets to two groups 

of coefficients was performed in the process of data heterogeneity resolution. Identified fraudsters are 

entered into the database, and their patterns are formed on the basis of the first groupof coefficientsG1 

(Fig. 2). Unknown in the first stage fraudsters are identified and a knowledge base is formed in the 

process of analysis of the second groupG2 (Fig. 3), which based on the finding of similarity coefficients 

between users [2].

The second group G2 will include data on which it is impossible to uniquely determine the value of the 

coefficient. For example, unknown time limits between events that allow you to uniquely identify 

whether a user is a fraudsters or an organic user. One of the coefficients will be determined based on the 

types of events that the user makes. This factor can not be included in the first group G1, since such data 

does not have a clearly defined condition that will not change over time. There is a similarity coefficient 

between the current user and the fraudsters fingerprints and characteristics to normalize the data of the
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second group (Figure 3). Note, that the value of the similarity coefficients belongs to the interval [0; 1]. 

A value of 1 means that users are identical by a given characteristic, 0 in turn means that users do not 

have anything in common by current characteristic. For example, after considering such data as the 

time between events, we have a set of times between the events of the current userTu = {t | t >= 0}and the 

set of times between the events of each of the uniquely determined fraudstersTi = {t | t > 0}. With two 

sets of non-binary, but homogeneous TuandTi,data, let's apply the appropriate user similarity 

coefficient. For such kinds of sets, the Tanimoto coefficientKT  Tu , Ti  [2, 4, 16], is chosen, which is 

defined asKT (Tu , Ti) =  where N  – is the number of common Tu and Ti elements, Na – is C

the number of elements in the set Tu, Nb – is the number of elements in theTi set. In turn, for sets of 

binary data, such as a set with binary values for each of the existing types of events in a mobile 

application, where 0 means that the user did not use such an event, and 1 means that he used, the 

similarity coefficients of users are determined using and Ti elements, Na – is the number of elements in 

the set Tu, Nb – is the number of elements in theTi set. In turn, for sets of binary data, such as a set with 

binary values for each of the existing types of events in a mobile application, where 0 means that the 

user did not use such an event, and 1 means that he used, the similarity coefficients of users are 

determined using the cosine similarity coefficientKcos A1, A2 [2, 4, 16], which most effectively works 

with binary data. In turn,        whereA1, A2 – is the set with the 

above binary data of the current user and fraudulent user respectively. 

Fig.2. Scales of the first group of coefficients. 
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Then, fraudsters characteristics and patterns are formed and recorded in the knowledge base according 

to the fraudsters characteristics, detected based on the coefficients of the second group. A generalized 

fraudster template (portrait) is formed, based on the formed knowledge base and database. This 

template allows to identify fraudsters, as the experimental studies research showed, with an accuracy of 

99.14%. It should be noted that the availability of a knowledge base will help speed up the detection of 

fraudsters in new data sets. 

Fig.3. Scales of the second group of coefficients. 

III. DETAILS EXPERIMENTAL 

Let us build the system which would give the adequate results. It should be noted that an adequate 

system must be endowed with two properties: it is endowed with predictive ability and well-

generalized for data that it has not yet met. To assess these properties, the error metric (how much the 

model is seriously mistaken) and the strategy for validating the adequacy are determined. 

Consequently, let's implement the proposed intelligent system for detecting mobile app install fraud, 

based on the developed method, mathematical model and algorithms, using the Python programming 

language. However, to begin with, let us note that to obtain adequate results, one can not test and teach 

the model on the same dataset. Therefore, to adequately evaluate the system and avoid retraining, we 

divide the available dataset of data into three sets: training, validation, and test (control). The system
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will be trained on training data and will be evaluated on verifying, and after creating the final version of 

the system, it will be tested on the control data. So, after obtaining the intelligent system with the 

adequate results, let's construct a confusion matrix (Fig. 4) to compare the predicted results with the 

expected results. To test the system, a control sample of 56962 records was taken, 56870 of which 

correspond to organic users, and 92 – to fraudsters. 

The confusion matrix which is given in Fig.4shows that 56639 objects of the first class ("Organic"), 

representing 99.59% of all 56870 objects classified in the first class. 231 objects of the first class are 

mistakenly classified as objects of the second class ("Fraud"). 99.59% of the firstclass objects are 

correctly classified and 0.41% are classified incorrectly. As for objects of the second class – fraudsters – 

74 objects from 92, classified into the second class, are classified correctly, and 18 – mistakenly 

attributed to the first class. Thus, 80.43% of fraudsters were correctly classified and 19.57% were 

classified incorrectly. In general, 99.56% of objects (56639 + 74 = 56713 objects out of 56962 objects) 

are correctly considered, 0.44% of objects are incorrectly classified. 

Fig.4. Confusion matrix of the control set without normalization 

Let us estimate the sensitivity (1) also called the true positive rate (TPR) or recall, which measures the 

proportion of actual positives that are correctly identified as such, and specificity (2) of the system also 

called as true negative rate (TNR), which measures the proportion of actual negatives that are correctly 

identified as such. 



The values of TPR = 99% and TNR = 80% are high, and it means that the developed intelligent system 

for detecting mobile app install fraud has adequate results. 

IV. RESULTS AND DISCUSSION 

Thereby, the approach to the development of an intelligent system for detecting mobile app install fraud 

was proposed in the paper. The advantage of proposed system is in ability to work with all existing 

arrays of heterogeneous input data when installing mobile applications with application of algorithms 

of data scaling (Fig.2, 3). 

The results of the experiments have shown effectiveness of proposed approach for fraud detection and 

the possibility of expanding formats and characteristics of fraudulent users based on intellectual 

analysis and knowledge bases. The study was carried out using software developed on the basis of the 

system proposed in this paper with the help of the Python programming language and TensorFlow, 

Pandas and Numpy libraries in the PyCharm development environment. To implement the 

classification block, a fully-connected deep neural network with 3 hidden layers was used. 

Using of the proposed approach to data heterogeneity resolution helps to find fraudsters with high 

accuracy, which is achieved thanks to the fact that the system makes it possible to determine fraudsters 

even by implicit fingerprints and characteristics. 

V. CONCLUSIONS 

The approach to the development of an intelligent system for detecting mobile app install fraud was 

proposed in this paper. Let's notice major conclusions are as follows: 

1. The advantage of the proposed system is that it works with all available heterogeneous input data 

of different templates, dimensions, metrics, which allows defining a user class more precisely. 

2. The structure of the system and the list of the main blocks of the system were noted (Fig. 1) 

3. Software was developed based on the proposed methods and models during the mobile app 

install fraud detection intelligent system design. A sample of 300567 records from a real mobile 

application is taken for experimental research. All data of a sample are heterogeneous and each
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user of it is labeled with the class (fraudulent or organic). The system developed by the authors does not 

know about the user's labels. The labeled set was chosen for further verification of the accuracy of the 

developed system. The fraudsters characteristics and the formed rules in the knowledge base were more 

precisely defined due to the developed method of data heterogeneity resolution. Python programming 

language and TensorFlow library are selected for implementation of the system. 

4. The experiments were done using confusion matrix. The results showed that the values of 

sensitivity (99%) and specificity (80%) of the development system are high. It means that the 

developed intelligent system for detecting mobile app install fraud has adequate results. 
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I. INTRODUCTION

Recent progress in chemistry and life sciences have led to a large volume of new data sources called Big 

Data. Big Data is a data set that cannot be proficiently handled by conventional data processing 

technics. When we classify big data, different principles should be considered in data mining [1]. 

Cheminformatics belongs to a multidisciplinary filed that integrateslife science, chemistry and 

computer science. The in silico illustration of chemical structures employs particular formats such as 

XML-based Chemical Markup Lange (CML), SMILES, SDF, and so on. The data in those formats are 

frequently used in large chemical databases such as PubChem[2], ChEMBL[3], and BindingDB[4]. 

Therefore, we can access a large volume of chemical compounds and biological activities in a diversity 

of biological assays.

We need to connect chemical structures to the life science information. For example, systems biologists 

study the complex biological systems that integrate microarray datasets to biological pathways, using a 

large number of other data sets to provide evidence for the links [5].

A typical method to access data is a traditional query to the database manage systems by a human. A 

software agent can access and process the data in a uniform manner without human intervention. Web 

services are techniques of aggregating and integrating data sources and software. They allocate 

software applications and data source to be published on the network, therefore making tools and data 

broadly available with a standardized interface and enabling the construction of application that use
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A Data Mining Infrastructure for Cheminformatics

A B S T R A C T

An enormous increase of data sources for chemical information and biological science requires a new 

development methodology for mining useful information. Such data sources give us an opportunity to 

utilize computational tools to mine useful information and to find new patterns in data sets that explain 

scientific phenomena not yet known. It is also important that non-expert users can access the latest 

cheminformatics methodology and models to spread the new discoveries. We present our previous 

developments in cheminformatics procedures and infrastructure that provide an appropriate approach 

to mining large chemical datasets. We also discuss the limitation of previous challenge and propose a 

new infrastructure with the state-of-the-art techniques expected to improve the performance.

Keywords - Cheminformatics, Work flow, Web service, Big Data.

Jungkeekim
Assoc. Prof., Sungkonghoe University, 320, Yeondong-ro, Guro-gu, Seoul,Korea

E-mail: jake@skhu.ac.kr



Journal of Current Development in Artificial Intelligence (Volume - 11, Issue - 02, May - August 2023) Page No 67                                           

distributed resources and data to resolve complex tasks. There are three standards to create Web 

services. Web Service Description Language (WSDL) is an XML- based standard for presenting Web 

services and their parameters. Simple Object Access Protocol (SOAP) provides the envelope existing 

applications to match abstract interfaces in WSDL to their actual executions. Universal Description, 

Discovery and Integration (UDDI) provokes the publishing and browsing of Web services by user 

groups. Representational State Transfer (REST) architectural style replaces WSDL since the REST-

based design methodology [6] was emerged. In RESTful style, there is no standard such as SOAP and 

any other payload formatted in HTML, XML, JavaScript  Object Notation (JSON), or another format. 

The aspect of connections between distributed resources is important because it is easy to collect 

information from a diversity of high throughput screening and vendor catalogues.

The MapReduce framework [7] provides a programming model for parallel and distributed handling of 

batch jobs on a large number ofcomputing nodes. Each job in the MapReduce divided into two phases 

–map and reduce. The map phase divides the input data by relating each element with a key. The reduce 

phase handles each split independently, and all data is processed based on key-value pairs. The map 

function processes a  certain key-value pair and produces a certain number of new key-value pairs. The 

reduce processes all intermediate values grouped by the same key into another set of key value pairs as 

output.

A scientific workflow is a specialized form of the general workflow, which designed particularly to 

compose and implement a set of tasks in an order depending on their relations in a scientific application 

[8]. The technic of scientific workflow has been successfully applied to the scientific fields including 

cheminformatics and life science. Scientific Workflow Management System (SWfMS) is a tool to 

implement workflows and handle data sets. Several Grids workflow projects are developed. Triana [9], 

Kepler [10], and Taverna [11] are typical examples. Triana is started from a single platform but supports 

distributed services with Grid awareness. Kepler is also started from a single platform and it fully 

supports Grid environment. It is widely used in many scientific domains and provides graphical user 

interface to organize workflows intuitively. Taverna is part of myGrid project and focuses on 

applications of life science.It recognizes the importance of provenance and semanticsby a textual 

language.

A workflow scheduler is critical for the efficient workflow management system. Many scientific 

workflow management systems hire their own scheduling algorithms [12, 13]. We need to find a proper 

algorithm for a good performance.



The rest of this paper is organized as follows. Section 2 describes our previous work. Section 3 presents 

MapReduce framework and scheduler. We illustrate a new architecture for data mining of large data 

sets in Section 4. We summarize and conclude in the last Section.

II. PREVIOUS WORK

We developed an infrastructure of Web service for cheminformatics that simplifies the access to drug 

discovery information and the computational techniques that can be applied to it [14]. At that time, the 

Web services were mostly based on Java. Using Java allows us to deploy our Web services in a Tomcat 

application module, which allows us to easily support a variety of services and provide an integration 

with our execution environments. The services themselves are hosted on a diversity of servers and are 

generally separated from database and functionality. Therefore Web services that provide database 

functionality will connect to a remote database server to retrieve results. We implemented Web service 

wrappers for several free and commercial cheminformatics tools. The commercial tools that we were 

permitted to use tools such as Digital Chemistry Divisive K-Means forclustering. We had a working 

relationship with the Murray-Rust group at Cambridge University[15] that was one of sites that had 

semantic Web approaches to cheminformatics. We implemented several of their Web services such as 

InChIGoogle, InChIServer, CMLRSSServer, and OSCAR for automatic mining of chemical structure 

information from documents. We also implemented a large amount of the functionality of the 

Chemistry Development Kit (CDK) as Web services such as descriptor calculation, 2D similarity and  

fingerprint calculations, and 2D structure depiction. We experimented a special modified Web service 

implementation of ToxTree [16] for toxicity flagging. Web services can be used in workflow tools such 

as Taverna workbench. The tools allow the creation of new functionality by linking together services 

and other application and data resource into workflows. Figure 1 illustrates an example of Taverna 

workbench in a graphical user interface. The interface encloses a list of processes that the user enables 

invoking on that service. After selecting an operation, the user isaccessible with an interface for the 

operation, which enables the user to specify all the input parameters to the operation. And the user can 

invoke the operation on the service and obtain the output results.
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Figure 1: CDK Workflow in Taverna workbench.

 

III. MAPREDUCE FRAMEWORK AND SCHEDULER

MapReduce frameworks execute much better in tough environments than other tightly coupled 

distributed programming frameworks such as Message Passing Interface (MPI) because of their fault 

tolerance capabilities [17].They are suitable to support many scientific use cases, and many scientists 

can build large data-oriented applications easily under could computing environment.

Apache Hadoop [18] is a framework that provides distributed processing of large data sets and the 

implementation is based on Google MapReduce [19]. The Hadoop Distributed File System (HDFS) 

follows write-one-read-many pattern and does not support functions to change an existing file. The 

HDFS is designed for deployment on unreliable clusters and succeeds in reliability by the replication of 

data files. The Hadoop minimizes data communication by processing computations near the place it is 

stored. The architecture consists of a master node with many worker nodes and uses a queue for task 

scheduling and succeeds in load balance naturally among computing tasks.

A classical workflow for collecting related data and inserted into a local database management system 

(DBMS) before processing data. The HDFS replaces the local database for a temporary storage. 

Apache Hadoop framework is a promising system to store the extracted huge datasets from databases.
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A scheduler of scientific workflows allocate tasks mapping on heterogeneous and distributed 

resources. A good algorithm can make tasks allocated to the proper resources and arrange the best 

sequence of parallel tasks. We need to consider two groups – users and service providers. Users are 

concerned with reliability and the service quality. So they want the result within the proper time. 

However, the servers aim at their efficiency to capture maximum revenues. We can consider several 

strategies such as execution time-based strategy, just-in-time strategy, linear scheduling, policy base 

strategy, virtual machine strategy, gossip based strategy, reservation based strategy, and heuristic based 

strategy. We need to optimize our scheduler among those strategies in the future work.

IV. ARCHITECTURE FOR DATA MINING OF LARGE CHEMICAL DATASETS

In our previous work [14, 20], we introduced a chemical mining process to collect chemical structures. 

Figure 2 presents the architecture of the process implemented on a supercomputer with Message 

Passing Interface (MPI). Using PHP script queries and PubMed ID, we collect abstracts of research 

papers in the first step. A group of the abstract text files are assigned to each node in a supercomputer. In 

a node, a series of batch processes extracts chemical compounds and their three dimensional structures.

Figure 2: Architecture of a chemical compound mining process

In the experiment, even the super computer system took a lot of time to process about 500,000 abstracts. 

We suggest an architecture in which the Hadoop MapReduce Framework replaces the super computer 

system with a simple MPI. Figure 3 illustrates a new architecture replacing the super computer system 

in the Figure 2. The input text files are stored in the database (HDFS). The server provides graphical 

user interface as a part of workflow bench such as Tarverna. Workers are instances of the server and are 

only accessed by a scheduler that assigns execution tasks for mapping or reducing.We can employ a 

SOAP library to allow consumption of Web services.

Figure 3: New Architecture for Mining Process



V. CONCLUSION

With recent progress in chemistry and life science generating a large datasets forces many requirements 

on a storage and an analysis framework. We describe a review of distributed systems designed to 

process chemical information. We also present our Web service and workflow development for 

cheminformatics in the previous work. However, the case study for mining chemical compound 

demonstrates a need for more efficient architecture for processing large datasets in chemistry and life 

science field. Thus we propose a new architecture with MapReduce framework to expect to address the 

performance problem.
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Implementation of Artificial Intelligence to Detect Images in 
the Manufacturing Process

A B S T R A C T

Automation of the production of ever more complex products brings along an increase in product 

control requirements. In addition, industry, especially automotive, requires a further increase in 

production accuracy, minimization of downtime and delivery by just-in-time. Quality control by 

accidental selection and by mechanical devices is not sufficient to meet the production requirements. In 

most cases, visual quality control is ensured by people. This article describes the basic paradigms of 

using artificial intelligence systems for quality control detection. To describe the deployment 

techniques of artificial intelligence elements, the RetinaNet Convoluntary Neural Network (CNN) was 

used.

Keywords - Neural Networks, Quality Control, Error Detection.
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I. INTRODUCTION

At present, the world is talking about the fourth industrial revolution, which brings many attractive 

opportunities for industrial companies. The development of automation, robotics and digital 

technologies is determined by the global development of the economy and the individual industries, as 

well as the emerging technological and social trends.

Traditional production hierarchy with centralized management is increasingly moving towards 

decentralized automatic control, where the resulting product independently communicates with 

production facilities and actively interferes with the production process.

An integral part of automated active production process management is to automate and correctly 

detect possible errors occurring in the production process. At present, these errors, such as mechanical 

damage, mistaken production or scratches, are evaluated only manually, based on acquired human 

abilities. To automate this activity, you need to correctly detect and evaluate these errors. The solution 

to this problem can be the use of artificial intelligence techniques.

Artificial intelligence techniques are therefore generally used for problems that involve a certain 

amount of uncertainty. Therefore, these techniques may be suitable for controlling machining.



Artificial Intelligence, which deals with decision-making and solving complex issues in its sub-areas, 

looks very promising for the description and management of complex systems in the future.

The basic elements of artificial intelligence are: expert systems, fuzzy logic, genetic algorithms, neural 

networks, neuro-fuzzy systems, hybrid systems. However, several intelligent computing tools have 

been applied to solve manufacturing problems. In the literature, it is possible to find about three dozens 

of methods, such as artificial life, associational memory, automation theory, biological production 

systems, chaos theory, computer vision, conceptual dependence charts, restriction based search, expert 

systems, fuzzy logic, genetic algorithms, , heuristic search, holon production systems, immune 

networks, knowledge base systems, knowledge representation, machine learning, multiagent systems, 

natural language processing, neural networks, Petri nets, quantitative justification, justification 

techniques, learning consolidation, similarity theory, syntactic and statistical recognition samples and 

etc.

For image recognition, it is best to apply neural networks that are rapidly expanding area of artificial 

intelligence.

With advancements in this area, predefined image recognition solutions are available. However, most 

existing solutions focus on recognizing common subjects. The introduction of neural networks in 

industrial production is still unexplored area. Pre-trained convolutional neural networks (CNNs) are 

available to transfer abstraction capabilities to the digital environment.

The advantages of this solution are:

Ÿ automation of control,

Ÿ linking control and production process,

Ÿ improving control accuracy,

Ÿ categorization of failures, interconnection of the type of failure with the manufacturing 

operation/procedure.Implementation of the RetinaNet neural network to detect image 

recognition errors and incorporate it into the product quality control process was carried out in 

collaboration with Optisolutions Ltd.

II. POSSIBILITIES OF IMAGE DETECTION BY IMPLEMENTING A R T I F I C I A L  

INTELLIGENCE TECHNIQUES

The neural network is a massive parallel processor that tends to retain knowledge for their further use. It 

imitates the human brain in two aspects:

Journal of Current Development in Artificial Intelligence (Volume - 11, Issue - 02, May - August 2023)   Page No 73                                           



Journal of Current Development in Artificial Intelligence (Volume - 11, Issue - 02, May - August 2023) Page No 74                                          

Ÿ Knowledge is collected during learning,

Ÿ Neural connections (weights) are used to store knowledge. [1]

Among the basic types of tasks that can be solved using neural networks can also be classified into 

classes. For visual data, this type of task is called image detection. Image detection in neural networks 

uses convolutional and pooling layers, so these neural networks are also called convolutional neural 

networks (CNNs). Recently, there are predefined implementations of convolutional neural networks 

that can be used to look for visual defects by detecting images in an industrial environment.

For use in the experiment, the Focal Loss for Dense Object Detection model was selected for very 

accurate image recognition in objects.

„Focal Loss for Dense Object Detection is the highest accuracy object detectors to date are based on a 

two-stage approach popularized by R-CNN, where a classifier is applied to a sparse set of candidate 

object locations. In contrast, one-stage detectors that are applied over a regular, dense sampling of 

possible object locations have the potential to be faster and simpler, but have trailed the accuracy of 

two-stage detectors thus far.“ [2]

Fig. 1 Structure of the convolutional neural network RetinaNet

The predefined RetinaNet neural network is a software implementation in Keras and Tensoflow 

environment. The package includes a predefined and pre-trained neural network model that can be used 

as the basis for a specific task. Selecting this model allows you to deal only with knowledge transfer 

problems and the interpretation of neural network recognition results in an industrial environment. [3], 

[4]

III. IMPLEMENTING THE NEURON NETWORK IMAGE DETECTION IN INDUSTRIAL 

PRACTICE

The first step is to select and implement neural network learning. Selection of the neural network was 

performed on the basis of output requirements and the RetinaNet network was selected. The input
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source for learning neural network RetinaNet is an image of the investigated product. The output is a 

matrix describing their images and their location on the detected image. Thus described images 

represent the knowledge that seeds to be transferred to the neural network. For the learning of the neural 

network, approximately 320 images of the investigated products were used. Various types of washers 

represented different product types. On some of the washers (about 20 pieces) was simulated damage, 

that was artificially created in the form of scratches, stains and mechanical damage.

Fig 2. File describing knowledge about errors and definition of washers.

In the set of created images were six types of washers and three types of visual damage. Each type of 

washer and each type of damage creates a class that categorizes that knowledge. For each image a 

description was created that defines the location and class of knowledge which the image contains. 

Example of record is in Fig. 2.

In order to obtain the error type location, an application has been developed to identify and record their 

location on the investigated image. An example of the visual identification of the error is shown in Fig. 

3. Using this procedure, we will get a set of images and a set of descriptions that make up the necessary 

knowledge for learning the neural network itself. The RetinaNet neural network software package also 

includes utility programs that provide learning, training and also evaluation of the neural network.

After training the neural network followed its testing process. For the test, the washers that were used to 

teach it and their other types were used. Again some of the washers were visually damaged.

The resulting image recognition using the RetinaNet neural network is a triple matrix that describes the 

class of product classes, namely:
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Ÿ location, exact coordinates of occurrence of a given category of errors on the image being 

examined,

Ÿ the probability of detection of individual product categories,

Ÿ designation of the product category.

Fig. 3 An example of products with individual errors designed to train a neural network

Fig. 4 Examples of error handling using a neural network

These matrices do not allow visual inspection of neural network functionality. To verify the 

functionality was used a Python script which visualizing the errors directly in the input images. The 

visualized results are shown in Fig. 4.

This method is inappropriate for usage in real practice. The method of automated data processing from 

neural networks is called interpretation. To interpret the results, it is necessary to create a program that
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processes the results delivered by the neural network. Based on the interpretations, it is possible to 

directly influence the production process using the required parameters. The specific solution to the 

program is based on the process of managing the production process and the problem solved.

A necessary condition is to determine the probability values for which the object and its category will be 

recognized and considered as valid product identification.

The neural network can recognize multiple types of products in the picture with different probabilities. 

Each recognized object has a probability that corresponds to the mathematical expression of the 

object's recognition. Appropriate selection of boundary probability can prevent unambiguous 

interpretation of the results.

Then the required parameters control the manufacturing process. The specific solution of the program 

depends on the method of managing the production process and solving the problem.

After this decision, interpreting may occur depending on the specific problem. For example, if we know 

the location and method of occurrence of any error category, it is possible to automatically correct the 

respective manufacturing operation or use the position of the product in the image for positioning the 

robot gripper in order to grab it in real operation.

Subsequent  visual  control  of  outputs   confirmed the assumption that the trained neural network 

RetinaNet can identify individual product categories and possibly recognize their visual impairments. 

The neural network has recognized all of the available washers, including those that were not used for 

training. The system has been able to repeatedly divide the washers by type and look for visual damage. 

In the second phase of verification of neural network functionality, the network was interfaced with the 

UR5 robot control program, which tested the washers according to the type and the damage. The type of 

damage information was stored in the database for further processing.

IV. CONCLUSION

The experiment has shown that designed and transformed neural networks can be used to solve visual 

control problems. The availability of predefined neural networks such as RetinaNet allows focusing on 

solving the quality problem itself instead of designing and programming the neural network.

The use of artificial intelligence is no longer a matter only for IT professionals. CNN becomes a tool 

that can be used directly in production. In such use, the selection of suitable methods for categorizing
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knowledge, interpreting results correctly and linking with production, becomes important. This should 

be the subject of further research on neural networks to manage production processes.
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Bayesian Artificial Neural Networks for Survival Modeling

A B S T R A C T

Artificial neural networks have been widely used in the field of pattern recognition within the past two 

decades. Bayesian learning of artificial neural networks is very useful in overcoming many of the 

inherited problems in neural networks, including the network over fitting, which is critical in obtaining 

generalized predictions with higher prediction accuracies. Despite its importance, very few studies 

have used a Bayesian neural network for survival predictions. Accurate prediction of patients survival 

is key for identifying the relevant treatment protocols in the various onset of cancers. In this study, we 

demonstrate the use of Bayesian artificial neural networks for accurate survival predictions. In fact, 

we discuss  how to develop a piecewise constant hazard model using Bayesian neural networks. The 

uncertainties of the predictions are captured using the error bars.

Keywords - Artificial Neural Networks, Bayesian Learning, Piecewise Constant Hazard Model, 

Survival Prediction,
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I. INTRODUCTION

An Artificial neural network (ANN) is an information processing archetype that is inspired by the 

biological neural networks systems, such as the brain. They have been successfully applied in almost 

every field including in engineering, computer science, and medicine [1]-[5]. An ANN has the strength 

of making predictions based on both individual attributable variables and possible complex 

interactions. Moreover, they serve as a powerful tool for modeling nonlinear functions and non-

additive  effects[6]. These are the main reasons ANN have become popular in different applications. 

However, they also bring their challenges. The main concern is that their final results are less 

interpretable[7].This can be overcome by building hybrid models using both neural networks and other 

statistical models like multiple regression, logistic regression, and multinomial logistic regression. An 

ANN consists of as several interconnected layers. In this work, we have focused on feed-forward neural 

networks, where each layer has a collection of artificial neurons (nodes) with connections made among 

the layers without any feedbackloops. ANN use a supervised learning technique where both inputs and 

outputs need to be fed into the network for the initial training process. Fig.1 represents the architecture 

of a feed- forward ANN with three layers, namely the input, hidden and output. Here we have assumed 

that it has d inputs, M hidden and K output nodes.
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Fig.1. A Feed-forward Artificial Neural Network with 3 Layers: Input, Hidden, and Output

The outcome of a feed-forward ANN can be expressed by (1),

and this is simply a nonlinear function from a set of input variables xi to a set of output variables yk 

linked with adjustable weight parameters [8],

A. Network Training and Error Function Network training plays a major role when using a neural 

network to find solutions to a given problem. By training, we refer to finding the optimal set of weight 

parameters w, using the training data which can be found by maximizing the relevant likelihood 

function of the data. 

For example, if we consider a set of independent training data xn , tn with a joint probability density 

function p xn , tn ,then, we can write the likelihood function as in (2), 

where p xn , tn is the conditional density t given x, and p xn is the unconditional density of x. Since it is 

more convenient to minimize the negative log likelihood function than maximizing the likelihood 

function, we introduce an error function of the form(3). Note that, we have removed the term, p xn as it 

does not effect on the network weight parameters, 
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Hence, the choice of the error function entirelydepends on the conditional distribution. For our example 

of survival modeling, we will be using the Poisson distribution as the conditional distribution function. 

B. Bayesian Artificial Neural Networks 

Bayesian neural networks provide a more intuitive approach for network training. A significant amount 

of research in this area was conducted by David Mackay in 1992 [9]-[10]. In the maximum likelihood 

(ML) method, we find a single set of weight parameters by minimizing the error function. In contrast to 

the ML method, in the Bayesian approach, a probability distribution is used to capture the uncertainties 

associated with the weight parameters [11]. 

Use of Bayesian learning in ANNs provides several advantages. In fact, with this approach, the use of 

regularization parameters can be given a natural interpretation. Moreover, it allows to use a relatively 

large number of regularization parameters while optimizing them during the training process. The 

automatic relevance determination prior [12]-[14] helps to identify the relative importance of each 

input variable. Additionally, the variation in predictions in regression problemscan be captured and can 

be visualized using error bars. Moreover, prediction accuracies can be increased by creating network 

committees, combining different networks. 

In the Bayesian setting, we first introduce a prior distribution p w for the weights, representing our 

knowledge on weight parameters. In our analysis, we have considered a zero meanGaussian prior of the 

form (4), 

           distribution, also known as the hyper 

parameter of the prior distribution. As a part of Bayesian learning, we optimize this hyper parameter. 

The error term Ep (w)is chosen to be½ wTw, as it penalizes the weights of large magnitudes for a better 

generalization. 

Once we observe the data, the Bayes' theorem is used to update our beliefs and the posterior probability 

density p w D, x of the weight parameters can be obtained as, 
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II. SURVIVAL MODELING WITH BAYESIANANN 

Accurate prediction of the survival is a challenging, yet substantial task which depends on the 

underlying the hazard function. These hazard functions can of tenbe complex and might not follow a 

particular distribution. Moreover, its behavior can significantly be affected by the risk factors which 

drives the function. Even with decades of research dedicated to survival analysis (and hence in 

hazardmodeling), medical practitioners still search for exclusive predictive models which can handle 

the modern biomedical data [15]. 

An efficient solution is to use flexible modeling of survival analysisutilizing techniques like kernel 

density[16], ANNs [17]-[19] and cubic splines [20]. 

Among those, ANN-based survivalanalysis models have widely used mainly due to the capability of 

handling complexnonlinear relationships among the predictor variables and due to the 

fewerassumptions involved with the modeling. Faraggi and Simon have used ANN as abasis for a non-

linear proportional hazard model [17]. Another method based onpopular multi-layer perceptron: partial 

logistic regression has been developed by Biganzoliet al.[18].ANN has been used to predict the 

patientoutcome with censored survival data, including time as a covariate [19]. 

The development of the piecewise exponential model using ANN has first been proposed by Forniliet 

al. [21]. Their method accommodates greater flexibility in modeling complex hazard functions. In one 

of our work, we have extended their study by in corporating the Bayesian learning of network 

parameters[22].Additionally, for censored subjects, we used Kaplan-Meier[23] hazard probabilities in 

their ANN output nodes. In this study, we proposed a different approach to survival modeling without 

the Kaplan-Meier estimates. Our model providesaccurate survival predictions compared to [21] and 

other conventional methods like linear Poisson regression and generalized estimating equations 

(GEE). This has been demonstrated with lung cancer patient data taken from Surveillance, 

Epidemiology and End Results (SEER) program. 
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The modelperformances have been evaluated using root mean square error (RMSE), meanabsolute 

error (MAE), mean percentage error (MPE), and relative squared error(RSE). These error 

measurements help in assessing different aspects of prediction accuracies. 

A. METHODOLOGY 

Let T be the survival or the follow-up time for subjects i = 1,2, … . , N where T =min{Survival Time, 

Censoring Time}, and xbe the covariates. Let's assume that there areRnumber of competing risks, 

which causes the subject to observe the same eventof interest [24]. Then, (8) defines the hazard function 

for the rthrisk, 

where      for each individual with R possible competing risks. Thus, for 

independent observations, assuming non-informative censoring, the likelihood function L can be 

written as in (11), 

where δ  is equal to 0 if the subject i is censored and 1 otherwise. Under the piecewise constant hazard i

model, the follow-up timeT is divided into several disjoint timeintervalsa0, a  , … . , a  where a  = 0 and 1 J 0

th tha  = ∞and the hazard function for r  risk is assumed to be constant during the j  time period a  , aj . J j−1

Hence, we have, λ . , t, x  = λ . , j, x  where λ . , t, x  =         for each subject. Then, the i i i

modified likelihood function can bewritten as in (12), 
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The kernel given in (12) corresponds to the likelihood of a Poisson random variable δ  with a mean μ  = ij ij

λ . , j, x  τ  . By applying the logarithm on both sides of this, we get, i ij

We can model, λ . , j, x  in (13) with a Poisson log- linear model of the form log λ . , j, x  = α  + x  β as given i i j i

in [25]-[26]. Nevertheless, this approach has several difficulties in handling large number of δij 

observations which mightarise with substantial amount of subject data or/and longer follow up. 

B. The Proposed Bayesian ANN Model 

In this study, we introduce a Bayesian artificial neural network model to predict λ r, j, xi in (8). This new 

ANN model has several output nodes, each of which corresponds to a different time interval. This 

structure is similar to the ANN model used by Mani et al. [27]. 

C. Data Preprocessing 

We begin with the data preprocessing procedure. Let's assume that there are three subjects, namely A, B 

and C and they have been observed for J number of years. Information on their risk factors x  and x  , 1 2

survival time and whether they are deceased or not during the given period are known. In particular, we 

have considered two competing risk types, R  or R , for each subject, where they can decease due to  one 1 2

of that reason. The "censor" variable indicates whether a subject has lost follow up somewhere during 

the study period or has been alive until the end of a study. Hence, for all deceased subjects during the 

study period, it is set to be zero. As can be seen, subject A and B have decreased due to risk types, R  and 1

R  after 3 and 4 years, respectively. According to  Table 1, subject C has lost follow-up after 2years. 2

Table 1.Sample data 



Journal of Current Development in Artificial Intelligence (Volume - 11, Issue - 02, May - August 2023) Page No 86                                       

Table 2.Preprocessed data 

The new ANN model requires data to be represented as in Table 2. Since, there are four inputs, 

covariates x  and x  and two indicator variables R and R , we need to create an ANN with 4 inputs. 1 2 1 2

Censored subjects like C, can be exposed to any of the competing risks and hence, his/her information is 

presented twice into the model as given in Table 2. If we assume a constant hazard for each year, then 

there are J number of output nodes in the ANN. i.e., if a subject is alive or censored, then hj = 0, if a 

subject is deceased, then h  = 1, 0, subject is alive or censord j

D. Network Training 

The hyperbolic tangent and exponential activation functions are used in the new ANN model in its 

hidden and output layers. The process of developing an exponential activation function is related to the 

nonlinear Poisson regression model [28]. The proposed ANN structure is represented in Fig. 2. The 

network output, y j r, x , gives the hazard for eachtime interval j, as in (14), 
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Fig.2.The proposed ANN model 

We have used both ML and Bayesian approaches when training ANN models. A zero mean Gaussian 

prior has been used for the weight distribution with the Bayesian approach. During the training process, 

we minimized the regularized canonical error function given by (15), where α is the non-negative 

weight decay parameter. As per [29], we trained several ANN models with weight decay values with 

{0.01, 0.025,0.5, 0.075, 0.1}. 

In the ML approach, we used a 5-fold cross- validation technique to find the optimal number of hidden 

nodes for each network. The optimal network for each decay value is chosen based on the minimum 

average validation error, and that is used for hazard predictions using the testing data. Automatic 

relevance determination prior is used to determine the relative importance of the risk factors. When 

using the Hybrid Monte Carlo (HMC) [14] and Hybrid Bayesian methods[28], we used a 5000 burn-in 

period, prior to sampling. 
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The corresponding survival probabilities are obtained using (16). We evaluated the models using 

several error measurements calculated based on the predicted median survival time and the actual 

survival time of the non-censored subjects in the testing data. 

E. The Lung Cancer Data 

Table 3.Lung Cancer patient Information 

In our study, 38262 white lung cancer patients diagnosed from 2004 to 2009were selected from the 

Surveillance, Epidemiology and End Results (SEER) program [30]. Out of those patients, 23332 

subjects were deceased due to lung cancer and 4652 were deceased due to other causes. The remaining 

were considered as censored due to their missing information or lost in the follow-up. 

Four risk factors were taken into consideration: age at diagnosis, tumor size, histology, and the stage of 

cancer. The majority of patients were between the ages of 65-75 and many of them had distant 

metastasis (refer Table 3). Most of these patients were diagnosed with a deno or squamous cell 

carcinoma. The median follow-up time for males and females were 1.33 and two years respectively. 

The median tumor sizesfor those two groups were about 38 mm and 32 mm. 
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Our preliminary analysis confirmed the fact that the survival times between males and females to be 

significantly different from each other, as similar to [31].Therefore, we conducted two separate 

analyses for the two groups. To develop the piecewise constant hazard model, we partitioned the total 

follow-up time into six disjoint intervals, each with a 12-month period. For our analysis with GEE and 

ANN models, we have used SAS and MATLAB. 

III. RESULTS 

For both males and females, we created a training data set (70%) and a testing data set (30%). The 

training set was used to train the models while the testing dataset was used to evaluate the prediction 

accuracies of the proposed models. 

Table 4.Analysis of GEE parameter estimates: males 

Poisson regression models were not able to capture the true variance of the data as revealed by its 

deviance and the Pearson chi-square statistics [32],due to being susceptible to correlated observations. 

Poisson models with over dispersion parameters and negative binomial models resulted in the same 

conclusion. Hence, an alternative method, generalized estimating equations (GEE) model has been 

considered. 
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Table 5.Analysis of GEE parameter estimates: females 

Using GEE, we created two different statistical models for males and females, which are given in 

Tables 4, and 5, respectively. We can see that, for each 10 mm increase in the tumor size, the hazard rate 

for males increases by 4% and by 3% for females. In general, as patients get older, their lung cancer 

hazard rates get increased. Furthermore, we can see that the patients diagnosed with small cell 

carcinoma have the highest hazard compared to other histology types. For males, their hazard is 48% 

higher than the patients with adeno cell carcinoma. For females, it is about 41%. Over time, the hazard 

rates seem to increase rapidly for males than females. Applying these two models, we were able to 

predict the hazard and to obtain the corresponding survival probabilities for our lung cancer testing 

data. 

Table 6.Model evaluation for males 
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Next, we created the ANN models with different learning techniques, ML and Bayesian. In each 

situation, we created several ANN models by varying the number of hiddennodes from 3 to 13and also 

used different weight decayvalues. As mentioned earlier, the optimal networks in the ML method are 

selectedbased on the minimum average validation error. In the Bayesian approach, weused the 

minimum of regularized cost function to find the best set of models.By using each optimal network, we 

predicted the hazard and correspondingsurvival probabilities for the testing data. In order to evaluate 

the predictionaccuracies of different ANNs and GEE, we used the actual survival times andtheir 

predicted median survival times of non-censored subjects in the same dataset. For a better comparison, 

we calculate several prediction errors, including the root mean square error (RMSE), mean absolute 

error (MAE), mean percentage error (MPE), and relative squared error (RSE) as given in Tables 6 and 7. 

Table 7.Model evaluation for females 

As per Tables 6 and 7, we can see that the Bayesian approach tends to provide better predictions 

compared to both GEE and ML methods, for both genders. Although the predictions from Bayesian 

ANN show negative MPE values, which indicates underestimations of the survival, that is significantly 

less than of other models. The smallest error values were found with the Hybrid Bayesian approach 

which was trained using a weight decay value of 0.05, for both genders. Further analysis on patients' 

hazard survival was carried out using those two models. Fig. 3 depicts the variation in the survival 

probabilities among males and females patients according to different tumor sizes while keeping the 

other categorical risk factors in their mode categories. We can see that, as the tumor sizeincreases men 

tend to have a lesser survival probability compared to females. 

Fig. 3.Tumor size vs survival probabilities for females and males 
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Fig. 4.Hazard variation for males and females for different histology types (a) Male-Adeno (b) 

Female-Adeno (c) Male- Large cell (d) Feale- Large cell (e) Male-Small cell (f) Female- Small 

cell (g) Male- Squamous cell (h) Female-Squamous cell 
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Fig. 6.Survival probabilities of males with different histology types 

It is a known fact there is a significant variation between the hazard rates among the different histology 

types for different genders. Fig. 4 represents the variation in the hazard rates we obtained from our 

models according to the patients' age group and histology types, for both males and females. The left 

panel of Fig. 4 shows the hazard for males with their histology types, adeno, large cell, small cell and 

squamous cell carcinoma, respectively. The right panel shows the hazard for females for the same 

histology types. Error bars were created to represent one standard deviation from our mean hazard 

predictions. Unlike in the GEE approach, these error bars have not been affected by the underestimated 

standard errors of parameter estimates. For all the histology types, males have a higher hazard than 

females. Moreover, a higher hazard can be seen for the patients who diagnosed with small cell 

carcinoma. In fact, this is the most dangerous lung cancer out of the four we have considered in our 

analysis. Older patients show a relatively higher hazard in both genders. 

Fig. 5.Survival probabilities of females with different histology types 
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Fig. 5 manifests the variation in the survival for different age groups, for the patients who diagnosed 

with small cell carcinoma and adeno cell carcinoma. It further confirms the fact that patients with small 

cell carcinoma have a significantly lower survival probability compared to the other group. This pattern 

remains the same for all the age groups. 

Fig. 6 represents the variation in the survival probabilities of males according to the age group and the 

same histology types, adeno,and small cell carcinoma. Similarly, to females, we can see the same 

survival patterns as for males. However, in overall, men tend to have lower survival probabilities 

compared to females [33]. 

We used ARD prior toidentifying the relevant importance of the risk factors into the network. Table 8 

summarizes the rankings of those risk factors based on these hyperparameter values. Risk factors with 

smaller hyperparameters are highly contributing to the model outcome. Tumor size and distant 

metastasis are the top two key factors which highly contribute to the Male ANN model. 

For females, the most contributing key factors include the distant metastasis and being in the age group 

of  65. These rankings confirm the fact that our findings have a faithful agreement between the true 

nature of lung cancer survival. 
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The abstract describes the purpose of the study and the methods, outlines the findings and state the conclusions. A 100- to 250- 
Word abstract should be placed between the title and the keywords with the body text to follow. Besides an abstract are advised to 
have a summary in English, at the end of the article, after the Reference list. The summary should be structured and long up to 
1/10 of the article length (it is more extensive than the abstract). 

Keywords 

Keywords are terms or phrases showing adequately the article content for indexing and search purposes. They should be 
allocated heaving in mind widely accepted international sources (index, dictionary or thesaurus), such as the Web of Science 
keyword list for science in general. The higher their usage frequency is the better. Up to 10 keywords immediately follow the 
abstract and the summary, in respective languages. 
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The name and the number of the project or programmed within which the article was realized is given in a separate note at the 
bottom of the first page together with the name of the institution which financially supported the project or programmed. 

Tables and Illustrations 

All the captions should be in the original language as well as in English, together with the texts in illustrations if possible. Tables 
are typed in the same style as the text and are denoted by numerals at the top. Photographs and drawings, placed appropriately in 
the text, should be clear, precise and suitable for reproduction. Drawings should be created in Word or Corel. 

Citation in the Text 

Citation in the text must be uniform. When citing references in the text, use the reference number set in square brackets from the 
Reference list at the end of the article. 

Footnotes 

Footnotes are given at the bottom of the page with the text they refer to. They can contain less relevant details, additional 
explanations or used sources (e.g. scientific material, manuals). They cannot replace the cited literature. 
The article should be accompanied with a cover letter with the information about the author(s): surname, middle initial, first 
name, and citizen personal number, rank, title, e-mail address, and affiliation address, home address including municipality, 
phone number in the office and at home (or a mobile phone number). The cover letter should state the type of the article and tell 
which illustrations are original and which are not. 
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