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(IJITEE) is having ISSN 2278-3075 (online), monthly international 

journal, being published in the months of January, February, March, April, 

May, June, July, August, September, October November, December by 

Blue Eyes Intelligence Engineering & Sciences Publication (BEIESP) 

Bhopal (M.P.), India since year 2012 and processed papers will be 

forwarded for inclusion in the Scopus database. It is academic, online, open 

access (abstract), peer reviewed international journal. The aim of the 

journal is to:

Ÿ  disseminate original, scientific, theoretical or applied research in the 

field of Engineering and allied fields.

Ÿ dispense a platform for publishing results and research with a strong 

empirical component.

Ÿ aqueduct the significant gap between research and practice by 

promoting the publication of original, novel, industry-relevant 

research.

Ÿ seek original and unpublished research papers based on theoretical or 

experimental works for the publication globally.

Ÿ publish original, theoretical and practical advances in Computer 

Science & Engineering, Information Technology, Electrical and 

Electronics Engineering, Electronics and Telecommunication, 

Mechanical Engineering, Civil Engineering, Textile Engineering 

and all interdisciplinary streams of Engineering Sciences.

Ÿ impart a platform for publishing results and research with a strong 

empirical component.

Ÿ create a bridge for significant gap between research and practice by 

promoting the publication of original, novel, industry-relevant 

research.

Ÿ solicit original and unpublished research papers, based on theoretical 

or experimental works.

SCOPE

International Journal of Innovative Technology and Exploring Engineering 

(IJITEE) covers all topics of all engineering branches. Some of them are 

Computer Science & Engineering, Information Technology, Electronics & 

Communication, Electrical and Electronics, Electronics and 

Telecommunication, Civil Engineering, Mechanical Engineering, Textile 

Engineering and all interdisciplinary streams of Engineering Sciences. The 

main topic includes but not limited to:
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1.Smart Computing and Information Processing

ŸSignal and Speech Processing

ŸImage Processing and Pattern Recognition

ŸWSN

ŸArtificial Intelligence and machine learning

ŸData mining and warehousing

ŸData Analytics

ŸDeep learning

ŸBioinformatics

ŸHigh Performance computing

ŸAdvanced Computer networking

ŸCloud Computing

ŸIoT

ŸParallel Computing on GPU

ŸHuman Computer Interactions

2.Recent Trends in Microelectronics and VLSI Design

Ÿ  Process & Device Technologies

Ÿ  Low-power design

Ÿ  Nanometer-scale integrated circuits

Ÿ   Application specific ICs (ASICs)

Ÿ  FPGAs

Ÿ  Nanotechnology

Ÿ  Nano electronics and Quantum Computing

3.Challenges of Industry and their Solutions, Communications

Ÿ  Advanced Manufacturing Technologies

Ÿ  Artificial Intelligence

Ÿ  Autonomous Robots

Ÿ  Augmented Reality

Ÿ  Big Data Analytics and Business Intelligence

Ÿ  Cyber Physical Systems (CPS)

Ÿ  Digital Clone or Simulation

Ÿ  Industrial Internet of Things (IIoT)

Ÿ  Manufacturing IOT

Ÿ  Plant Cyber security

Ÿ  Smart Solutions – Wearable Sensors and Smart Glasses

Ÿ System Integration

Ÿ Small Batch Manufacturing

Ÿ Visual Analytics

Ÿ Virtual Reality

Ÿ 3D Printing

4.Internet of Things (IoT)

Ÿ IoT & IoE & Edge Computing

Ÿ Distributed Mobile Applications Utilizing IoT

Ÿ Security, Privacy and Trust in IoT & IoE

Ÿ Standards for IoT Applications

Ÿ Ubiquitous Computing

Ÿ Blockchain-enabled IoT Device and Data Security and Privacy

Ÿ Application of WSN in IoT

Ÿ Cloud Resources Utilization in IoT

Ÿ Wireless Access Technologies for IoT

Ÿ Mobile Applications and Services for IoT

Ÿ Machine/ Deep Learning with IoT & IoE



Ÿ

Ÿ Smart Sensors and Internet of Things for Smart City

Ÿ Logic, Functional programming and Microcontrollers for IoT

Ÿ Sensor Networks, Actuators for Internet of Things

Ÿ Data Visualization using IoT

Ÿ IoT Application and Communication Protocol

Ÿ Big Data Analytics for Social Networking using IoT

Ÿ IoT Applications for Smart Cities

Ÿ Emulation and Simulation Methodologies for IoT

Ÿ IoT Applied for Digital Contents

Ÿ

5.Microwaves and Photonics

Ÿ Microwave filter

Ÿ Microstrip antenna

Ÿ Microwave Link design

Ÿ Microwave oscillator

Ÿ Frequency selective surface

Ÿ Microwave Antenna

Ÿ Microwave Photonics

Ÿ Radio over fiber

Ÿ Optical communication

Ÿ Optical oscillator

Ÿ Optical Link design

Ÿ Optical phase lock loop

Ÿ Optical devices

6.Computation Intelligence and Analytics

Ÿ Soft Computing

Ÿ Advance Ubiquitous Computing

Ÿ Parallel Computing

Ÿ Distributed Computing

Ÿ Machine Learning

Ÿ Information Retrieval

Ÿ Expert Systems

Ÿ Data Mining

Ÿ Text Mining

Ÿ Data Warehousing

Ÿ Predictive Analysis

Ÿ Data Management

Ÿ Big Data Analytics

Ÿ Big Data Security

7.Energy Harvesting and Wireless Power Transmission

Ÿ Energy harvesting and transfer for wireless sensor networks

Ÿ Economics of energy harvesting communications

Ÿ Waveform optimization for wireless power transfer

Ÿ RF Energy Harvesting

Ÿ Wireless Power Transmission

Ÿ Microstrip Antenna design and application

Ÿ Wearable Textile Antenna

Ÿ Luminescence

Ÿ Rectenna

8.Advance Concept of Networking and Database

Ÿ Computer Network

Ÿ Mobile Adhoc Network

Ÿ Image Security

Ÿ Application Artificial Intelligence and machine learning in the 

Field of Network and Database

Ÿ Data Analytic

Ÿ High performance computing

Ÿ Pattern Recognition

9.Machine Learning (ML) and Knowledge Mining (KM)

Ÿ Regression and prediction

Ÿ Problem solving and planning

Ÿ Clustering

Ÿ Classification

Ÿ Neural information processing

Ÿ Vision and speech perception

Ÿ Heterogeneous and streaming data

Ÿ Natural language processing

Ÿ Probabilistic Models and Methods

Ÿ Reasoning and inference

Ÿ Marketing and social sciences

Ÿ Data mining

Ÿ Knowledge Discovery

Ÿ Web mining

Ÿ Information retrieval

Ÿ Design and diagnosis

Ÿ Game playing

Ÿ Streaming data

Ÿ Music Modelling and Analysis

Ÿ Robotics and control

Ÿ Multi-agent systems

Ÿ Bioinformatics

Ÿ Social sciences

Ÿ Industrial, financial and scientific applications of all kind

10.Advanced Computer networking Computational Intelligence

Ÿ Data Management, Exploration, and Mining

Ÿ Robotics

Ÿ Artificial Intelligence and Machine Learning

Ÿ Computer Architecture and VLSI

Ÿ Computer Graphics, Simulation, and Modelling

Ÿ Digital System and Logic Design

Ÿ Natural Language Processing and Machine Translation

Ÿ Parallel and Distributed Algorithms

Ÿ Pattern Recognition and Analysis

Ÿ Systems and Software Engineering

Ÿ Nature Inspired Computing

Ÿ Signal and Image Processing

Ÿ Reconfigurable Computing

Ÿ Cloud, Cluster, Grid and P2P Computing

Ÿ Biomedical Computing

Ÿ Advanced Bioinformatics

Ÿ Green Computing

Ÿ Mobile Computing

Ÿ Nano Ubiquitous Computing

Ÿ Context Awareness and Personalization, Autonomic and 

Trusted Computing

Ÿ Cryptography and Applied Mathematics

Ÿ Security, Trust and Privacy

Ÿ Digital Rights Management

Ÿ Networked-Driven Multicourse Chips

Ÿ Internet Computing

Ÿ Agricultural Informatics and Communication

Ÿ Community Information Systems

Ÿ Computational Economics, Digital Photogrammetric

Ÿ Remote Sensing, GIS and GPS

Ÿ Disaster Management
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11.Communications

Ÿ Microstrip Antenna

Ÿ Microwave

Ÿ Radar and Satellite

Ÿ Smart Antenna

Ÿ MIMO Antenna

Ÿ Wireless Communication

Ÿ RFID Network and Applications

Ÿ 5G Communication

Ÿ 6G Communication

12.Algorithms and Complexity

Ÿ Sequential, Parallel And Distributed Algorithms And Data 

Structures

Ÿ Approximation And Randomized Algorithms

Ÿ Graph Algorithms And Graph Drawing

Ÿ On-Line And Streaming Algorithms

Ÿ Analysis Of Algorithms And Computational Complexity

Ÿ Algorithm Engineering

Ÿ Web Algorithms

Ÿ Exact And Parameterized Computation

Ÿ Algorithmic Game Theory

Ÿ Computational Biology

Ÿ Foundations Of Communication Networks

Ÿ Computational Geometry

Ÿ Discrete Optimization

13.Software Engineering and Knowledge Engineering

Ÿ Software Engineering Methodologies

Ÿ Agent-based software engineering

Ÿ Artificial intelligence approaches to software engineering

Ÿ Component-based software engineering

Ÿ Embedded and ubiquitous software engineering

Ÿ Aspect-based software engineering

Ÿ Empirical software engineering

Ÿ Search-Based Software engineering

Ÿ Automated software design and synthesis

Ÿ Computer-supported cooperative work

Ÿ Automated software specification

Ÿ Reverse engineering

Ÿ Software Engineering Techniques and Production Perspectives

Ÿ Requirements engineering

Ÿ Software analysis, design and modelling

Ÿ Software maintenance and evolution

Ÿ Software engineering tools and environments

Ÿ Software engineering decision support

Ÿ Software design patterns

Ÿ Software product lines

Ÿ Process and workflow management

Ÿ Reflection and metadata approaches

Ÿ Program understanding and system maintenance

Ÿ Software domain modelling and analysis

Ÿ Software economics

Ÿ Multimedia and hypermedia software engineering

Ÿ Software engineering case study and experience reports

Ÿ Enterprise software, middleware, and tools

Ÿ Artificial intelligent methods, models, techniques

Ÿ Artificial life and societies

Ÿ Swarm intelligence

Ÿ Smart Spaces

Ÿ Autonomic computing and agent-based systems

Ÿ Autonomic computing

Ÿ Adaptive Systems

Ÿ Agent architectures, ontologies, languages and protocols

Ÿ Multi-agent systems

Ÿ Agent-based learning and knowledge discovery

Ÿ Interface agents

Ÿ Agent-based auctions and marketplaces

Ÿ Secure mobile and multi-agent systems

Ÿ Mobile agents

Ÿ SOA and Service-Oriented Systems

Ÿ Service-centric software engineering

Ÿ Service oriented requirements engineering

Ÿ Service oriented architectures

Ÿ Middleware for service based systems

Ÿ Service discovery and composition

Ÿ Service level agreements (drafting, negotiation, monitoring and 

management)

Ÿ Runtime service management

Ÿ Semantic web

Ÿ Data modelling, mining and data analytics

Ÿ Aggregation, integration, and transformation

Ÿ Web and text mining

Ÿ Data mining methods, techniques, and tools

Ÿ Data analytics modelling and algorithms

Ÿ Patterns and frameworks

Ÿ Data visualization

Ÿ Knowledge systems and engineering

Ÿ Knowledge acquisition

Ÿ Knowledge-based and expert systems

Ÿ Knowledge representation and retrievals

Ÿ Knowledge engineering tools and techniques

Ÿ Time and knowledge management tools

Ÿ Knowledge modelling, integration, transformation, and 

management, Uncertainty knowledge management

Ÿ Knowledge visualization

Ÿ Mobile computing and mobile system engineering

Ÿ Mobile App design and development

Ÿ Innovative mobile applications

Ÿ Pervasive computing

Ÿ Mobile system validation and test automation

Ÿ Software & System Quality of Service

Ÿ Soft computing

Ÿ Quality assurance process, standards, and systems

Ÿ Software safety systems

Ÿ Software test automation and tools

Ÿ Software dependability, reliability, scalability

Ÿ Software & System Security

Ÿ Software and system security and privacy

Ÿ Healthcare Informatics

Ÿ Information Ecology and Knowledge Management

Ÿ Irrigation Informatics

Ÿ Neuro-Informatics

Ÿ Open Source: Challenges and opportunities

Ÿ Web-Based Learning: Innovation and Challenges

Ÿ Soft computing Signal and Speech Processing

Ÿ Natural Language Processing
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Ÿ Mobile app security and privacy

Ÿ Encryption methods and tools

Ÿ Security service systems

Ÿ Cloud, sensor cloud and mobile cloud security

Ÿ Mobile system integrity, security, and fault tolerance

Ÿ Emergent Topics

Ÿ Cloud computing and Innovative cloud-based application 

systems

Ÿ Mobile cloud computing and application services

Ÿ Big data analytics application systems

Ÿ Innovative sensing cloud and systems

Ÿ Large-scale cyber systems

Ÿ IOT and smart city application systems

Ÿ Big data quality validation

Ÿ Big data application quality services

Ÿ Smart learning and innovative education systems

Ÿ Learning software design engineering

Ÿ Smart learning methods and environments

Ÿ Online learning systems

Ÿ Mobile enabled learning systems and tools

14.Computer Networks and Inventive Communication Technologies

Ÿ Addressing & Location Management

Ÿ Broadband Access Technologies

Ÿ Adhoc and Sensor Networks

Ÿ Cross Layer Design and Optimization

Ÿ Heterogeneous Wireless Networks

Ÿ High Speed Networks

Ÿ Internet and Web Applications

Ÿ Measurement & Performance Analysis

Ÿ Mobile & Broadband Wireless Internet

Ÿ Mobile Networks & Wireless LAN

Ÿ Network Architectures

Ÿ Network Based Applications

Ÿ Network Protocols & Wireless Networks

Ÿ Network Operations & Management

Ÿ Network Security Trust, & Privacy

Ÿ Next Generation Internet & Web Architectures

Ÿ Peer to Peer and Overlay Networks

Ÿ QOS And Resource Management

Ÿ Recent Trends & Developments in Computer Networks

Ÿ Routing, Switching and Addressing Techniques

Ÿ Self-Organizing Networks and Networked Systems

Ÿ Ubiquitous Networks

Ÿ Virtual & Overlay Networks

Ÿ Wireless Communications

Ÿ Wireless Mesh Networks and Protocols

Ÿ Wireless Multimedia Systems

Ÿ Personal and wearable networks

Ÿ Wireless ad hoc & sensor networks

Ÿ Information-centric networking

Ÿ Embedded networks

Ÿ Opportunistic networking

Ÿ Delay-tolerant networks

Ÿ Cognitive radio networks

Ÿ Vehicular networks

Ÿ Smart Grid communications

Ÿ Underwater sensor networks

Ÿ Cyber-physical systems

Ÿ Social networks

Ÿ Mobile and ubiquitous networking

Ÿ Green networking

Ÿ

Ÿ Overlay and peer-to-peer networks

Ÿ Local-area and metropolitan-area networks

Ÿ Storage-area networks

Ÿ Routing and transport protocols

Ÿ Big Data Networking

Ÿ Cloud computing and networking

Ÿ Software Defined Networking and Network Function 

Virtualization

Ÿ Internet of Things

Ÿ Link technologies

Ÿ Adaptive networking applications

Ÿ Authentication, authorization, accounting

Ÿ Security and privacy

Ÿ Cross-layer optimization

Ÿ Mobility and Location-dependent services

Ÿ Multimedia and real-time communication

Ÿ Machine-to-machine communications for smart environments

Ÿ Smart Cities

Ÿ Network traffic characterization and measurements

Ÿ Network management, reliability and QoS

Ÿ Performance evaluation of networks

Ÿ Testbeds for network experiments

Ÿ Network coding

Ÿ Optical and high-speed access networks

15.Resent Engineering and Nano Technology

Ÿ Advanced Computing Architectures and New Programming 

Models

Ÿ Bio-science and Bio-technology

Ÿ Collaborative applications

Ÿ Computational Techniques in Civil Engineering

Ÿ Control and Automation

Ÿ Concrete Engineering

Ÿ CAD/CAM/CIM

Ÿ CAE

Ÿ Database Theory and Application

Ÿ Data Base Management System

Ÿ Data Mining

Ÿ Decision making

Ÿ Digital signal processing theory

Ÿ Distributed Sensor Networks

Ÿ Distributed Computing

Ÿ Mechanical Design

Ÿ Evolutionary computing and intelligent systems

Ÿ Expert approaches

Ÿ Environmental Engineering

Ÿ Highways

Ÿ Human Computer Interaction (HCI)

Ÿ Image analysis and processing

Ÿ Information and data security

Ÿ Internet Technologies, Infrastructure, Services & Applications

Ÿ Nano Technology

Ÿ Mobile Computing and Applications

Ÿ Multimedia Communications

Ÿ Network Modelling and Simulation

Ÿ Network Performance; Protocols; Sensors

Ÿ Networking theory and technologies

ISSN 2278-3075 



Ÿ Open Models and Architectures

 Pattern Recognition

Ÿ Perception and semantic interpretation

Ÿ Production

Ÿ Real-time information systems

Ÿ Remote Sensing

Ÿ Security Technology and Information Assurance

Ÿ Soft Computing

Ÿ Software Engineering & Its Applications

Ÿ Signal Control System & Processing

Ÿ Speech interface; Speech processing

Ÿ Communication architectures for pervasive computing

Ÿ Computer Vision

Ÿ Computer Science and Its applications

Ÿ Structural Engineering

Ÿ Thermal Engineering

Ÿ    Ubiquitous Multimedia Computing

Ÿ Vision-based applications

Ÿ VLSI Algorithms

Ÿ Web Technologies

Ÿ Textile Engineering

16.Recent on Mechanical Engineering and Technology

Ÿ Fluid Mechanics

Ÿ Applied Mathematics and Mechanics

Ÿ Biomechanics

Ÿ Heat Transfer

Ÿ Solid Mechanics

Ÿ Refrigeration and Air Conditioning

Ÿ Renewable Energy Technology

Ÿ Materials Engineering

Ÿ Composite Materials

Ÿ Marine Engineering

Ÿ Petroleum and Mineral Resources Engineering

Ÿ Textile Engineering

Ÿ Industrial Engineering

Ÿ Operational Research

Ÿ Manufacturing Processes

Ÿ Machine Design

Ÿ Quality Control

Ÿ Mechanical Maintenance

Ÿ Tribology

Ÿ CAD/CAM

Ÿ Aeronautical Engineering

Ÿ Production Engineering

Ÿ Welding Technology

Ÿ Robotics Engineering

Ÿ Aerospace Engineering

Ÿ Metallurgy

Ÿ Rock Mechanics and Mining Sciences

Ÿ Solid and Structural Mechanics

Ÿ Theoretical and Applied Fracture Mechanics

17.Advance Civil Engineering and Technology

Ÿ Assemblage and System

Ÿ Behaviour of Structures

Ÿ Behaviour of Structures under Seismic Loads

Ÿ Building and Environmental Acoustics

Ÿ Building Climate Systems

Ÿ Building Energy

Ÿ Civil and Environmental Engineering

Ÿ Coastal Engineering

Ÿ Composite Materials

Ÿ Concrete Structures

Ÿ Construction Economics

Ÿ Construction Engineering

Ÿ Design and Performance of Green Building

Ÿ Design Optimization of Structures

Ÿ Earthquake Engineering

Ÿ Energy Efficient Building Technology

Ÿ Energy Saving Building Materials

Ÿ Evaluation of Building Envelope Systems under Structural and 

Environmental Loads

Ÿ Evaluation of Glazing Systems for Energy Performance

Ÿ Fire Engineering

Ÿ Foundations Dynamics

Ÿ Geotechnical Engineering

Ÿ Health Monitoring and Life Prediction of Structures

Ÿ High Performance Concrete

Ÿ Hydraulic Engineering

Ÿ Life Cycle Engineering

Ÿ Materials and Durability

Ÿ Materials Engineering

Ÿ Mechanics and Materials Aspects of Advanced Construction 

Materials

Ÿ Municipal or Urban Engineering

Ÿ Nondestructive Testing and Evaluation

Ÿ    Numerical Modelling of Structures

Ÿ  Optimal Design of Structures

Ÿ Properties and Mechanics of Concrete

Ÿ Residential, Commercial, Industrial and Public Works

Ÿ Seismic Evaluation of Building Nonstructural Components

Ÿ Simulation Optimization and Risk Management

Ÿ Soil-Structure Interaction

Ÿ Structural Engineering

Ÿ Structural Evaluation of Panelized and Masonry Wall Systems

Ÿ Structural Reliability Analysis

Ÿ Surveying

Ÿ Sustainable Structures

Ÿ Transportation Engineering

Ÿ Ventilation and Indoor Air Quality

Ÿ Water Supply and Drainage
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An Improved Algorithm for Constructing Large Fractional 
Factorial Designs 

Bouchra El Boujdaini*, Driss Driouchi 
 *Department of Mathematics, University of Med 1, Oujda, Morocco. 
 Department of Mathematics, University of Med 1, Oujda,Morocco.  

 Fractional factorial designs (FF-Designs) are widely used in various engineering, industrial and 

scientific areas for their run size economy and cost-effective.A complete catalogue of FF-Designs provide 

a helpful way for experimenters to choose best designs, in this paper we introduce an improved algorithm 

for constructing the set of all non-isomorphic 2-level regular FF-Designs by developing a new sequential 

generation procedure that reduce significantly the number of candidate designs from which isomorphs 

need to be removed, to illustrate the efficiency of the proposed method some comparisons with existing 

generation procedure are given. The present algorithm is able to enumerate all 16384-run and all 32768-

run designs with resolution 9, we extend the catalog by all 65536-run designs with resolution 10, all 

131072-run designs with resolution 10 up to 22 factors, all 262144-run designs with resolution 11 and all 

524288-run designs with resolution 12, which were not generated in literature. 

Keywords: Automorphism, isomorphism, minimum aberration, resolution, world length pattern. 

 I. INTRODUCTION 

Design of experiments is no doubt the most widely used technique in scientific investigations for 

screening the relationship between factors affecting an experiment and its outputs. This technique 

involves two basic aspects, designing the experiment (data collection) and analyzing the experiment 

(data analysis). Designing the experiment is arguably the most important part of this approach. 

Fractional Factorial Designs (henceforth FF-Designs) are one of the most important and useful tools for 

experimental designs, they have successfully used in different scientific investigations and engineering 

applications to determine how factors affect some response. FF-Designs reduce experimental cost by 

carefully choosing a fraction of a full factorial design in terms of runs. One of the main tasks in 

planningsuch an experiment is the selection of an appropriate FF-Design. Optimal designs are identified 

according to some design criterion. This requires that a catalog of candidate designs be available for 

searching for the optimal design. Recently large FF-Designs had a special interest; real application of 

large FF-Designs have been reported, for more details see [11], [15]. 

For constructing the entire set of distinct FF-Designs the isomorphism problem must be addressed, 
n-ktwo(2 ) FF- designs are called isomorphic if one can be obtained from the other by reordering the runs, 

relabeling the factors  and/or relabeling the factor levels. The number of isomorphic designs becomes 

very large when both the run size and the number of factors increase in a example given by [6] the
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15-10 
number of possible combinations in a 2  is 5311735 designs, where the number of unique designs is 

144. The isomorphic designs are mathematically and statistically equivalent under some classical 

ANOVA models. Therefore, constructing a catalog of FF-Designs keeping all of these equivalent 

designs waste the experimental and computational efforts. To discard the isomorphic designs we have 

Two solutions: the first is to eliminate these redundant designs after generation by using a check 

isomorphism procedure, which involves comparing a combinatorially large number of designs, where 
n-keach comparison in itself is a costly one, for two (2 ) designs with n-factors each having 2 levels and N-

k
run sizes a complete search compares O(N!n!2 !) designs, which is an NP hard problem even if the 

values of (n-k) are of moderate magnitudes, different check isomorphism procedures was proposed in 

literature see for example [1]. The other solution is to provide a generation procedure that constructs the 

entire non-isomorphic designs set without testing all possible designs for isomorphism. Because of the 

difficulties in identifying isomorphic designs, reducing the collection of designs from which isomorphs 

are to be eliminated is important. 

The problem of constructing the complete set of designs is firstly attacked by [7] who proposed a stage 

by stage construction algorithm, [6] proposed a sequential construction algorithm that generates the 

resulting designs only from the set of non-isomorphic designs. [2] Introduced a modified procedure that 

combined [6] procedure with the search-table approach of [9]. [15] Procedure allows a design to be 

constructed only from its minimum aberration (henceforth MA) delete-one-factor (D-O-F) projection. 

[14] Extended some results from graph isomorphism literature to improve the design generation 

algorithm of [11]. Many other generation procedures were proposed in literature to produce FF-designs 

according to a particular criterion such as minimum aberration (MA) see for example: [10], [8] and [13]. 

In this paper, a modified sequential construction method was proposed for generating the catalog of non-

isomorphic FF-Designs, our algorithm combine the delete one factor projection (D-O-F) method used 

by [15] for generating designs only from their MA projection in the built-up process, with the candidate 

word reduction extended by [14] to obtain a powerful generation method that reduce significantly the 

number of isomorphism checks, a comparison with existing methods demonstrate this efficiency. 

Section 2 gives some preliminaries. Section 3 presents the construction method used to provide the 

catalog of all distinct FF-Designs with the enumeration algorithm. Section 4 describes the results of the 

proposed generation procedure and gives a comparison of our algorithm with existing methods in the 

literature. Section 5 gives some concluding remarks and possible extensions. 

ISSN 2278-3075 
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II. PRELIMINARY RESULTS 
n- k -kA regular two-level FF-design 2  is a 2  fraction of the full factorial design, with k factors, each at two 

n-k n-k
levels, and N = 2  runs, the 2  design is completely determined by k independent defining words (or 

generators). The set of words formed by all possible products of the k generators gives the defining 

relation of the design. Including , the complete set of defining words called defining contrast subgroup 

consists of 2k words. Let C be the set obtained from the n-k basic factors, the elements of C are the 

candidate defining words. A word consists of letters, where each letter denotes a factor; the length of a 

word is the number of letters in the word. The vector  (A (D), A  (D), ....., A  (D)) is called the word length 1 2 n

pattern (WLP), where A (D) is the number of words of length i in the defining relation of a design D. i

Introduced by [4], the resolution of a design D is the integer R such that 
n-k         We say that a design D is of maximum resolution R if there is no other 2 design with max 

resolution higher than R  . max

To select best designs from those with same resolution, [10] proposed the concept of aberration as a 

natural extension of the resolution, for two FF-Designs D  and D  let T be the smallest integer such that 1 2

-kAT(D )<AT(D ) then D  is said to haveless aberrationthan  D . A 2  design is called an MA design if no 1 2 1 2

-k 
other 2 design has less aberration. 

A. Candidate defining word reduction method 

A relabeling of factor labels of a design D, such that the design obtained after relabeling is identical to D 

is an automorphism of the design D , this concept is proposed by [14], who extended the automorphism 

of a graph proposed by [5] to reduce the candidate defining words in C, the main idea of this method is 

that if a candidate defining word C  is isomorphic to an other candidate defining word C under an 1 2

automorphism of the design D (called parent design), then the obtained designs (or child designs) after 

adding C  and C  to D are isomorphicto each other (see Theorem 1 in [14]). So eliminating theisomorphic 1 2

elements of C under the factors relabeling of the parent design reduce the number of words in . 

B. Delete one factor 
(n-k) - k-1) The D-O-F projection method was proposed by Blockand Mee. Let denote by D(-i) the resulting 2

th n-kdesign when the i  factor of a  2  design is deleted, where i = 1, ......, n. To illustrate this method we 

considered an example given by [3]: 

9-3
Consider a design  D(2 ) with the defining relation: I = 1237 = 1458 = 234578 = 12469 = 34679 = 25689 

= 1356789. The design has the following nine D-O-F projections: 

ISSN 2278-3075 
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[15] Extended this method to generate designs only from their MA delete-one-factor projection. Note 

that MA designs are not necessary unique. For the given example the MA delete-one-factor projection 
8-2are D(2 ) designs with WLP= (0, 2, 1). 

III. CONSTRUCTION METHOD 

A. Basic Idea 

Generally the FF-Designs are constructed in a sequential manner as in [6]. The constructing algorithm 

contains two main components the design generation procedure and the isomorphism check. 

Let be the set of candidate words from which the factors can be added, these candidate words are 
(n+1)-(k-1)defining words constructed from the first factors, [6] proposed to construct this catalog of 2  

 R
designs only from the set of non-isomorphic (a = n - k) designs with resolution > R denoted by D   the n,k

 R  designs are constructed by adding a candidatedefining word to each design in D   . Let denoted by Dn,k

+  R the resulting class of designs after adding a factor, from , at a time in each design in D   . The n+k,k+1 n,k

 +
resulting D contain not only the non-isomorphic designs but also isomorphic designs and some n+k,k+1 

designs with resolution more than R, using necessary conditions such as word length patterns andletter 

patterns this set is partitioned into different categories so the test for isomorphism must be applied inside 

each subset . 

B. A modified procedure 

To reduce the number of isomorphism checks we must reduce the number of equivalent designs in the 
 +

intermediate set D for this we propose a combined approach that differs from Chen et al generation n+k,k+1 

on two points: 

Ÿ We use the delete-one-factor projection described in section 2; to allow a design to be generated only 

from one of the "parent" designs. 

Ÿ We reduce the set C by using the candidate word reduction. 

[15] procedure reduces significantly the number of generating designs because with the [6]construction 
(n+1)-(k-1) 

a 2 design can be generated from as many asn+1 distinct designs, but the problem with the Xu's 

procedure is that a 'child' designs is not generated uniquely from the same parent design (in this case

ISSN 2278-3075 
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generated from the MA delete one factor projection deigns), so reducing the number of isomorphic 

designs generating from the same 'parent' design will reduce the total number of isomorphic designs 

produced by 

Table- I: Number of Non isomorphic Designs 

ISSN 2278-3075 

the algorithm without using the isomorphic check procedure, for this we combined this generation 

procedure of [15] with a result given by [14] who proposed a useful reduction of the set C by extending 

the automorphism of a graph to the automorphism of the FF- Designs. 

Our proposed method gives a more efficient generation procedure because the smallest the set C is the 

smallest is the number of the designs to be entertained in the intermediate set; for the isomorphic check 

procedure we use the isomorphism check procedure proposed by [14]. The description of the steps is 

given in the enumeration algorithm. 

C. Enumeration algorithm 

The algorithm is implemented in a package nauty based on [12], for more details on the isomorphism 

check procedure see [14]. 

n - k
Input: A collection of all non-isomorphic 2  regular FF-Designs with resolution R> r. 

a-1
1. Construct the set C of all possible 2  words, except I, from the (a = n - k) basic factors. 

2. For each design 
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IV. RESULTS 

Using the proposed method described in this paper we are able to enumerate all 4096-run designs of 

resolution 7 and 8, we extend the catalog by all 8192 and all 16384 (up to 19 factors) designs with 

resolution 8, all 16384, 32768 and 65536 (upto21factors)rundesignswithresolution9,all 131072(up to 

22 factors), all 262144 and 524288 run designs with resolution respective 10, 11 and 12, the complete set 

table of designs can be obtained from authors. Table 1 give's the number of non isomorphic designs 

produced by our algorithm, the numbers of non isomorphic designs match with results in the literature. 

To illustrate the difference between the generation procedures, we compare the number of designs 

generated in creating a catalog of 128-run size, see (Table 2), both Xu and Schrivastava and Ding 

method's reduce the number of designs considered, for large factors the generation procedure of Xu 

introduce fewer designs in the intermediate set, as the table 2 show's for n > 9 our modified procedure 

gives best results in comparison with the other procedures; taking for example n = 11, the number of 

designs generated with Chen et al is of 711, for Xu 502 and for Schrivastava and Ding 703. For us the 

number of designs generated is from 219, the number is divided by 3.3, note that a comparison with 

results given by Xu method is also a comparison with [13] procedure because Ryan and Butlutuglo used 

the same generation method as in [15] . 

Table- II: Number of designs enteratained in Creating Catalog of 128-run Designs of 

Resolution 4 

ISSN 2278-3075 

Table 3 show's a comparison between the number of designs entertained by our method and schrivastava 

and Ding method in creating a catalog of 4096-run with resolution 7, for n > 14 the number of designs 

considered for our method are reduced by 45%-81%. The last row of tables 2-3 presents the number of 

unique designs. 

Our procedure improve the existing methods by introducing a construction method that reduces 

significantly the number of tests for isomorphism, this reduction procedure is important because of the 

difficulties in identifying isomorphic designs.
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TABLE- III: NUMBER OF DESIGNS ENTERATAINED IN CREATING 

Catalog of 4096-run Designs of Resolution 7 

V. CONCLUSIONS 

The construction of fractional factorial designs is a challenging problem especially with large run sizes 

and factors, In this paper we proposed an efficient algorithm that constructs the catalog of all non 

isomorphic FF-Designs by adopting a combined approach, the main contribution of this paper is in the 

generation phase of the algorithm, we reduce significantly the number of designs to be tested for 

isomorphism, a comparison with existing methods show this.The proposed algorithm allow us to 

enumerate the set of all nonisomorphic designs to reach the size of 524288-run designs; this extends 

largely what is proposed in the literature. With some modifications our design generation procedure can 

be extended to other classes of designs such as split-plot designs. 
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The fruit categorization according to their visual quality has recently experienced tremendous growth in 

the field of agriculture and food products. Due to post-harvest loses during handling and processing, 

there is an increasing demand for quality products in agro industry which requires accuracy to predict the 

fruit. Various techniques of machine learning have been successfully applied for classifying the fruit built 

on binary class. In this paper, machine leaning technique is used to automate the process of categorization 

and to improve the accuracy of different types of fruits by feature selection. To categorized images domain 

specific features such as color, shape and textual features are considered. Statistical color features are 

extracted from the image, bounding box feature for shape features and gray-level co-occurrence matrix 

(GLCM) is used to extract the textual feature of an image. These features are combined in a single feature 

fusion. A support vector machine (SVM) classification model is trained using training set features on 

fruit360 dataset which includes six fruit categories (classes) with two sub category (sub-classes) which 

builds multiclass classification task. We present one-vs-one coding design of Error correcting output 

codes (ECOC) and apply to SVM classifier; validation followed a fivefold cross validation strategy. The 

result shows that the textual features combined with color and shape feature improved fruit classification 

accuracy. 

Keywords : Categorization, SVM-ECOC, Machine learning 

 I. INTRODUCTION 

India is considered as the second largest producer of fruits and vegetables. One of the challenging 

problem affecting the country's agriculture market is post-harvest loses. Annually the country suffer 

huge losses due to post-harvest loses. The various post-harvest losses from the producer to consume 

includes lack of proper harvest practices, transportation and cold storage which results in 35% to 40% of 

fruit and vegetable produced being wasted The research work at the department of nano science and 

technology at TNAU has been trying to reduce post-harvest losses of fruits by slowing down the ripening 

and control loses at farm level using Enhanced Freshness Formulation (EFF) by dipping fruit( mangoes 

and bananas) in EFF solution. It also adopt various methods for controlling losses in package houses, 

transportation and retail shops by placing a EFF based tablet in a fruit carton which results in increased 

shelf life[1]. 

The initial and most important process in post harvesting sequence is sorting and grading of harvested 

produce. In India manual sorting and grading is performed by human based on visual quality inspection.



International Journal of Innovative Technology and Exploring Engineering (Volume - 12, Issue - 02, May - August 2023)                           Page No. 58

ISSN 2278-3075 

But it is costly, tedious and time consuming [2]. Huge losses occur in post-harvest during handling and 

processing, with the increasing demand for quality products in agro industry requires accuracy .The  

quality of the fruit is classified into internal and external factors [3]. The external quality factor includes 

size, image-color, image- shape and image-texture. In order to prevent losses of post harvesting there is a 

need to automate the process of categorizing the fruit using external factors. Automatic categorization of 

fruits from images is one of the most difficult tasks in an emerging domain of research that combines the 

aspect of computer vision and machine learning. One of the challenging researches in computer vision is 

to automatically categorize image using low level features [4]. 

Image categorization has been referred to as a process in which labeling of images is done into one of a 

number of predefined categories. Generally it depends on combination of approaches such as statistical 

(mean, variance and entropy), structural ( part of the object) and spectral approach [5]. 

The human vision can easily categorized fruit images among various categories even though they are 

changes in numerous factors such as illumination, noise, viewing angle etc. The categorization of 

common fruits according to their visual features such as image-color, image-shape and image-texture 

are fundamental aspect for visual content. Human perception of certain visual features could be 

associated with different classes of fruit objects Images. Classification of image deals with multi class 

categorization based on image feature similarity by using the visual descriptor in large scale database. 

Multiclass categorization image classification problem is motivated by the need to classify fruit object 

based on their category. 

The purpose research performs automation of fruit image categorization using external features through 

machine learning techniques. The paper presents two objectives. In the first case feature extraction is 

performed using color and shape feature. In the second case three features color, shape and texture are 

considered and finally the accuracy of each case is presented. A machine learning model is proposed 

where the feature extraction involves color, shape and texture algorithms of each image. The 

classification uses SVM (support vector machine) with ECOC framework. Evaluation of model is 

carried out using performance metric. The rest of the paper organized is as follows. In Section 2, 

methodology is presented. Section3, describe the SVM with ECOC framework. In Section 4, we discuss 

the classification steps, section 5, experimental results and Analysis, section 6; present the discussion 

and finally conclusion and probable future work. 
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of model is carried out using performance metric. The rest of the paper organized is as follows. In Section 

2, methodology is presented. Section3, describe the SVM with ECOC framework. In Section 4, we 

discuss the classification steps, section 5, experimental results and Analysis, section 6; present the 

discussion and finally conclusion and probable future work. 

In literature much research work is discussed in automation of fruit classification using binary class and 

multiclass SVM. In binary class to classify the dates whether it is eatable and non- eatable with an 

100%accuracy [6], for multiclass such as date fruit classification with one against all method [7] ,fruit 

and branches identification with one against one method[8],Cape gooseberry fruit classification for 

visual ripeness[9], categorization of fruit using different classifiers[10]. Zhang & Wu, proposed a 

multiclass KSVM method for classification of fruits [11]. Fruit recognition with (K-nearest neighbors) 

KNN [12]. Naskar and Bhattacharya [13] proposed fruit recognition with ANN. 

Table 1: Summarization of Binary and Multiclass SVM algorithms 
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Fig1: Block Diagram of fruit Categorization Scheme 

Image-Database 

The Image-Database of 5817 images includes 6 different categories: Apples, Avocado, Bananas, 

Cherrys, Grapes and Lemons from Fruits360 dataset [17]. The Table 2: presents total fruit categories 

with sub category with in the same classes. The Fruit360 dataset consists of 81 distinct fruit object 

category folders, from which 12 category folders has been taken and designed as six fruit category along 

with its sub category. 

Feature Extraction and Preprocessing 

Feature Extraction has been referred to as a process in which the raw image is represented in a reduce 

form in order to make decision making easier when performing image classification or recognition [18]. 

Feature extraction has been classified into two types: Low Level extraction refers to directly feature 

extraction from the image without any description of object. High level refers to feature extraction 

involving shapes and objects finding in image based on low level [19]. The Low Level feature can be 

further categorized into the following: 



International Journal of Innovative Technology and Exploring Engineering (Volume - 12, Issue - 02, May - August 2023)                           Page No. 61

ISSN 2278-3075 

Fig2: Image Fruit-Feature Extraction Process 

General feature (color, texture and subarea of image) and Global Feature (feature calculation on entire 

image or subarea of the image) and Domain specific feature (human image faces, image-fingerprints 

etc.)[20]. 

Color-Feature Extraction 

The image-color is extensively measured visual descriptor [21]. The analysis of the image descriptor 

based on low- level- features from the image. Generally the color image descriptor is defined into color 

spaces of three dimensional such as RGB, LAB (luminance or intensity, chromaticity layer 'a', 

chromaticity layer 'b'), HSV (Hue, Saturation and Value). The propose work uses color features that has 

been are extracted with LAB Color components, where L refers to luminosity, 'A' signifies the color 

which falls along red-green axis and 'B' signifying the color falling along the blue-yellow axis. 

Step1: Convert RGB-image to LAB results in the  luminance or intensity of that image. 

Step2: Evaluate the statistical measure, Mean value of L, A and B. 

Step3: Combine LAB as Color Feature. 

Shape-Feature Extraction 

The image-shape is primitive visual descriptor for image description. To determine the shape of a given 

image object in image recognition and classification process, it has been stated by [22] that it must 

matches a model sufficiently. 

Step 1: Convert an RGB image into Gray scale 

Step2: Evaluate the Gray threshold and convert into Binary Image 

Step3: Evaluate the Edges using sobel 

Step 4: Evaluate bounding box as shape feature 
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Texture- Feature Extraction 

Texture Feature is considered as one of the important feature that has been refers to as the inherent 

surface property of an image object and its relation to its surrounding. To extract texture feature co-

occurrence matrix is used. The input image is converted into grey scale image using formulae [21] in 

equation (1). 

Yc=0.29*Rc+0.589*Gc+0.114*Bc    (1) 

Yc refers to gray scale value, Rc- Red Component, Gc- Green Component, Bc -Blue Component. 

The statistical measure used for texture features are as follows: Contrast, Energy, Homogeneity, 

Correlation. 

The element (i, j) specifies the number of times the pixel value i occurred horizontally adjacent to a pixel 

with value j. The statistical properties are calculated using formulae in Table 3. 

The texture-feature extraction is as follows 

Step1: Color- image to grey scale conversion performed using formulae (1). 

Step2: Evaluate GLCM (the gray-level co-occurrence matrix) of gray scale image. 

Step3: Evaluate GLCMs. Using four Different offsets (0, 45, 90,135) 

Step4: Evaluate the four statistical properties Contrast, Energy, Correlation and Homogeneity from 

multiple glcms. 

Step5: Evaluate the statistical measure, Mean for the above four properties. 

Step 6: Combine all as Texture Feature. 

Training Image for category classification using Training Set Features (Color, shape, texture) and 

SVM 

Step1: The input dataset consisting of 5817 fruit- images with 6 categories along with two subcategory 

of each fruit with an image size of 100X100X3. 

Step2: Extract three image features (color, shape and texture). 

Step3: The fruit-images divide into 70% training-data and 30% test-data. The training-data is dealt with 

5Fold Cross- Validation. 
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Step4: Train multi class SVM with training set features. 

Step5: The test-data is built by random sample of each group and it is used for classifier performance 

analyzing and generating confusion matrix 

Step6: The accuracy is presented. 

III. SVM-ECOC CLASSIFICATION 

SVM has been used in different application built on categorization like classifying points into disjoined 

planes [23], text categorization and pattern recognition [24]. In Today's world with huge data there is a 

need for multiclass classification [25].It is mainly for target categories greater than two. Dietterich et al 

(1995) proposed ECOC framework [26] for transforming multiclass into several binary problems. The 

SVM when combined with ECOC enriches the system failure when solving multiclass classification 

[27]. 

ECOC reduce multiclass problem to group of binary classifiers. It consists of two schemes. "Coding 

Scheme: The coding design presents ways through which a multiclass problem reduced to a group of 

binary class problems. It describes the classes that the binary Learners are trained on". "Decoding 

Scheme: It presents ways to combine result obtained from binary learners. Detail explanation available 

[28], [29] 

SVM-ECOC Algorithm: 

The steps are as follows 

Step 1: load Dataset of fruit image. 

Step2: Feature Extraction w.r.t color, shape and texture 

Step3: Define the predictor data names and response data names 

Step4: Create a SVM template and specify the predictor order 

Step5: Train the ECOC classifier using SVM binary learner with coding design and specify the class 

order 

Step6: Cross-Validate Classification ECOC classifier using KFold 

Step7: Predict classification accuracy for Test Data 

Function to Train and Predict 

To train we create a model using templateSVM [30] function that return a SVM template which is 

appropriate for training ECOC multiclass. The template object contains options for SVM Classification. 

It then trains the ECOC classifier using SVM binary learners with a one-vs.-one coding design. The 

function fitcecoc[29] is used for specifying SVM binary learners for ECOC multiclass learning, Cross 

validation is performed using 5 fold cross validation . 
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IV. FRUIT-IMAGE CLASSIFICATION-STEPS 

Step 1: The input is a fruit-image. 

Step2: Loading Database: After loading, it divide into 70% training-data and 30% testing- data. 

Step 3: Fruit-Image preprocessing and feature 

Extraction: The processing of training–data-set and test-data- set is performed by SVM model. 

Preprocessing depending on the feature based requirement. 

Step 4: The training feature extraction is done by training feature set (color, shape and texture) with 

function templateSVM 

Step 5: Classifier trained with training feature set. 

Step 6: The classifier evaluation achieved by accuracy metrics. 

Step 7: Prediction Accuracy 

Fig 3: Fruit- Category- Classification steps 

Performance Evaluation 

The mostly used classification metric is Accuracy [25]. There are numerous performance metrics in 

literature for classification of image. The metrics of classification depends on the technique used and 

domain area. 
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Accuracy: The most widely used measure which signifies the total classification result not only 

individual category prediction [19]. 

Accuracy = TP+TN/TP+FP+FN+TN    (2) 

The cell at the bottom (right side of the confusion matrix) represents the accuracy. The equation (2) 

presents the formulae. (TP, TN, FP, FN refers to true positive, true negative, false positive, false negative 

respectively) 

V. EXPERIMENTAL RESULTS AND ANALYSIS 

Multiclass image classification contains 5817 fruit-images dataset. The experiment contains 6 fruit 

image categories with two sub category taken from fruit 360 data set [17], it contains 70% training-data 

and 30% testing-data. The training-data is trained with SVM Classifier for identifying fruit category 

accuracy. The experiment is performed to extract the color feature by the mean (Statistical Feature) 

parameter value in the LAB color space presented in Table 4, Shape feature by the bounding box 

presented in Table 5and the Textual Feature by using GLCMs presented in Table 4. 

The input is a fruit-image input, RGB image is preprocess depending on the feature extraction 

procedure. For color feature extraction the RGB-fruit- image is converted into LAB color space. The 

color image features are extracted using the mean. For Shape feature extraction the input image is 

converted into gray scale conversion and then the gray scale threshold is evaluated and converted into 

binary image. The next steps involve extracting the edges using sobel, finally evaluation of the boundary 

box is treated as a shape feature. The extraction of textual feature is attained by converting the image into 

gray scale using different ratios on each channel, then four textual characteristics (contrast, correlation, 

energy and homogeneity) are calculated in four angles (off sets) with GLCM 

Table 4: Experimental results color & texture feature 
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Table 6: Confusion Matrix for fruit categorization 

Table 5: Experimental result of shape feature 

The model accuracy is evaluated and presented in Table 6 for each category. The table consists of twelve 

sub categories (six fruit with two sub category) from fruit360 dataset [17].The result showed accuracy 

range of 98to 100% in case of two features (color and shape) and accuracy of 100% in case of three 

features (color, shape and texture). 

Table7: Comparative result in literature 
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VI. DISCUSSION 

As shown in the Table 7, the classification of fruit database into categories is determined by both feature 

selection and classification technique used. The proposed work uses SVM with ECOC framework for 

categorization of fruit with one vs. one coding design to train the classifier. The result obtained shows 

accuracy ranges from 98 to 100% for different category of fruits where two feature color and shape are 

being considered for training the model and it shows an accuracy of 100% in all the categories when 

training set feature (color ,shape ,texture) are used . The result presented by Alzubi et al [6] uses binary 

SVM for classifying the date fruit into two categories whether it is eatable or non-eatable. Another study 

conducted by [14] with two feature color and texture resulted in lower accuracy than that of proposed 

work with feature fusion (color, shape and texture feature), using multiclass approach. The training set 

features improves the accuracy of the model therefore high accuracy is achieved when appropriate 

feature selection for multiclass classification problem. 

VII. CONCLUSION 

Automation of fruit image categorization has been a challenging research for reducing the post 

harvesting loses. In this study a machine learning technique based multiclass model is built for image 

classification. Input to the model is a fruit-image; feature selection includes color, shape and texture. The 

model is trained using training set features, multiclass SVM is used as a classifier and validation is 

performed using 5 fold cross validation strategy. The model was tested with two cases In first case model 

trained on two features and the second case with three features. It was observed that when using training 

set features the experiment showed the classification result with 100% prediction accuracy. The 

multiclass SVM resulted in better accuracy with three features color shape and texture when compared 

to two. The result shows that the texture feature improved the overall model accuracy. The research can 

be helpful for the farmers to reduce post-harvest loses that occur during sorting and grading produce, in 

various environment, such as transport center or hypermarket, trade market can make use of this system 

to make profit. Additionally this method can be useful to different category objects. Furthermore mobile 

application can be developed for senior citizen or visually impaired daily routine schedule where human 

inspection exists for categorization. The future work to this research is to study accuracy prediction with 

additional number of categories. 



International Journal of Innovative Technology and Exploring Engineering (Volume - 12, Issue - 02, May - August 2023)                         Page No. 68

ISSN 2278-3075 

REFERENCES 
1. https://timesofindia.indiatimes.com/city/coimbatore/reducing-post-harvest-losses-the-main-challenge-

researchers/articleshow/63405223.cms accessed on 30 oct 2019 
2. A.Ibrahim, A.Eissa, and A.Alghannam, "Image processing system for automated classification date fruit". 

International Journal of Advanced Research, 2014, 2(1), 702-715. 
3. M. S. M Alfatni, A. R. M.Shariff, M. Z. Abdullah, M. H. B. Marhaban, and O. M. B Saaed. "The application of 

internal grading system technologies for agricultural products"–Review. Journal of Food Engineering, 
2013,116(3), 703-725. 

4. Y.Chen, and J. Z. Wang. "Image categorization by learning and reasoning with regions. Journal of Machine 
Learning Research", 2004, 5(Aug), 913-939. 

5. A.Rocha, D. C.Hauagge, J.Wainer, and S. Goldenstein. "Automatic fruit and vegetable classification from 
images. Computers and Electronics in Agriculture", 2010, 70(1), 96-104 

6. R. Alzu'bi, A.Anushya, E.Hamed, E. A Al Sha'ar, and B. A. Vincy "Dates fruits classification using SVM". In AIP 
Conference Proceedings, 2018, April, Vol. 1952, No. 1, p. 020078). AIP Publishing. 

7. G. Muhammad, "Date fruits classification using texture descriptors and shape-size features". Engineering 
Applications of Artificial Intelligence, 2015, 37, 361-367. 

8. L. Qiang, C. Jianrong, L.Bin, D.Lie, and Z. Yajing,. "Identification of fruit and branch in natural scenes for 
citrus harvesting robot using machine vision and support vector machine". International Journal of 
Agricultural and Biological Engineering, 2014, 7(2), 115-121. 

9. W.Castro, J.Oblitas, M.De-La-Torre, C.Cotrina, K.Bazán, and H.Avila-George, "Classification of Cape 
gooseberry fruit according to its level of ripeness using machine learning techniques and different color 
spaces". IEEE Access, 2019, 7, 27389-27400. 

10. C.C.Patel, V.K. Chaudhari, "Comparative Analysis of Fruit Categorization Using Different Classifiers". In: 
Venkata Rao R., Taler J. (eds) Advanced Engineering Optimization Through Intelligent Techniques. Advances 
in Intelligent Systems and Computing, 2020, vol 949. Springer, Singapore online available 1 july 2019 

11. Y.Zhang, and L.Wu, "Classification of fruits using computer vision and a multiclass support vector machine". 
Sensors, 2012,12(9), 12489-12505. 

12. P.Ninawe, and S.Pandey, "A completion on fruit recognition system using k-nearest neighbors algorithm". 
International Journal of Advanced Research in Computer Engineering & Technology (IJARCET), 2014, 3(7), 
2352-2356. 

13. S. Naskar, and T. Bhattacharya, "A fruit recognition technique using multiple features and artificial neural 
network". International Journal of Computer Applications, 2015, 116(20). 

14. R. S. S.Kumari, and V. Gomathy, "Fruit Classification using Statistical Features in SVM Classifier". In 2018 
4th International Conference on Electrical Energy Systems (ICEES), 2018, February. (pp. 526-529). IEEE. 

15. J. C.De Goma, C. A. M.Quilas, M. A. B.Valerio, J. J. P.Young, and Z. Sauli,. "Fruit Recognition Using Surface 
and Geometric Information". Journal of Telecommunication, Electronic and Computer Engineering (JTEC), 
2018,10(1-15), 39-42. 

16. S.Jana, S.Basak, and R.Parekh, "Automatic fruit recognition from natural images using color and texture 
features". In 2017 Devices for ntegrated Circuit (DevIC) ,2017, March, (pp. 620-624). IEEE. 

17. Fruits 360 Dataset on Kaggle. https://www.kaggle.com/moltean/fruits. last visited on 06.07.2019 
18. H. A.Elnemr, N. M.Zayed, and M. A.Fakhreldein, "Feature extraction techniques: fundamental concepts and 

survey". In Handbook of Research on Emerging Perspectives in Intelligent Pattern Recognition, Analysis, and 
Image Processing, 2016, (pp. 264-294). IGI Global 

19. M. S.Nixon, A. S. Aguado, "Feature Extraction & Image Processing for Computer Vision", 2013. (3rd ed.). 
Elsevier Ltd]. 

20. R. S. Chora's , "Image Feature Extraction Techniques and their Applications for CBIR and Biometrics 
Systems".International Journal of Biology and Biomedical Engineering, 2007, 1(1), 6–16. 

21. D.Chandrakala, and S. Sumathi, "Image classification based on color and texture features using frbfn 
network with artificial bee colony optimization algorithm". International Journal of Computer Applications, 
2014, 98(14). 

22. M.Yang, K.Kpalma, and J.Ronsin, "A survey of shape feature extraction techniques" 2008. 
23. Y.Ahuja, and S. K.Yadav, "Multiclass classification and support vector machine". Global Journal of Computer 

Science and Technology Interdisciplinary, 2012,12(11), 14-20. 
24. J.Donahue, Y.Jia, O.Vinyals, J.Hoffman, N. Zhang, E.Tzeng, and T.Darrell, "Decaf: A deep convolutional 

activation feature for generic visual recognition". In International conference on machine learning , 2014, 
January, (pp. 647-655). 



International Journal of Innovative Technology and Exploring Engineering (Volume - 12, Issue - 02, May - August 2023)                          Page No. 69

ISSN 2278-3075 

25. C. Demirkesen, and H. Cherifi, "A comparison of multiclass SVM methods for real world natural scenes". In 
International Conference on Advanced Concepts for Intelligent Vision Systems (pp. 752-763), 2008, October, 
Springer, Berlin, Heidelberg. 

26. T. G. Dietterich, G.Bakiri, "Solving Multiclass Learning Problems via Error-Correcting Output Codes". 
Journal of Artificial Intelligence Research, 1995,2, pp. 263-286. 

27. Z. Yan., & Y. Yang, "Application of ECOC SVMs in Remote Sensing Image Classification", The International 
Archives of Photogrammetry, Remote Sensing and Spatial Information Sciences, 2014,40(2), 191 

28. S.Fatima and M.Seshashayee,"Categorized Image Classification using CNN Features with ECOC 
Framework", International Journal of Recent Technology and Engineering, 2019. 

29. Error correcting output codes https://in.mathworks.com/help/stats/fitcecoc.html accessed on 28 nov 2019 
30. https://in.mathworks.com/help/stats/templatesvm.html accessed on 28 nov 2019 

AUTHORS PROFILE 

Shameem Fatima is Research Scholar in the Department of CS, GITAM (Deemed 

to be University), Visakhapatnam, India. She has received her M.C.A in Computer 

Science from Osmania University (India) in 1998.she is working as an Associate 

professor, Anwarul Uloom College, She has 9 years of teaching experience and 5 

years of research experience. She published 9 papers in conferences and journals. 

Her research interests include Image Processing, machine Learning, convolution 

neural network. 

Dr. M. Seshashayee is working as Assistant Professor, Department of Computer 

Science, GIS, GITAM (Deemed to be University), Visakhapatnam, India. She holds 

a doctorate degree in Computer Science and Engineering. She has 13 years of 

teaching experience. Her area of research is Image Segmentation using Data 

Mining Techniques and Convolution Neural Networks. She has published 12 

research papers in reputed International Journals. She attended 20 conferences and 

6 workshops. She is active both in academic and administrative areas. She is 

member of CSI and IAENG and also reviewer of IJICSE. 



International Journal of Innovative Technology and Exploring Engineering (Volume - 12, Issue - 02, May - August 2023)                          Page No. 70

ISSN 2278-3075 



International Journal of Innovative Technology and Exploring Engineering (Volume - 12, Issue - 02, May - August 2023)                          Page No. 71

ISSN 2278-3075 

 Text Based Restaurant Recommendation System using End-
To-End Memory Network 

1 2 3
 Shrikanth Subramanian , Shanmukha Surapuraju , C. N. Subalalitha  

1 Associate Professor, SRMIST, Department of Computer Science and Engineering, SRM Institute of 
Science and Technology. Kattankulathur, Tamilnadu. 

2
B.Tech, Computer Science, SRM Institute of Science and Technology, Kattankulathur, Tamil Nadu. 

3
B.Tech, SRM Institute of Science and Technology, Kattankulathur, Tamil Nadu.  

With growing use of online content streaming websites, online shopping, and other exclusively online 

services, it becomes more and more imperative for technology companies to invest a lot of funds into a 

system to gauge user needs and requirements. To bridge this gap, there has been an influx of 

recommendation systems in the markets. From advertisements, to movies, and products we buy, 

recommendation engines are feeding on new data everyday to learn user trends. This paper tries to focus 

on improving the text based recommendation systems that can be implemented to leverage the vast review 

data that can be found on websites. We suggest using a novel memory based end-to-end network 

mechanism to reduce the need for long term dependencies and to reduce the need for memory intensive 

systems. As we generate more and more reviews and textual data on the web everyday, we need to be able 

to use this data to make meaningful analytical and business predictions. With the ability to perform 

multiple lookups, implement attention mechanism and back-propogation, this system was found to 

perform much better when compared to CNN, RNN and LSTM alternatives in our testing. 

Keywords: end-to-end memory network, CNN, RNN, attention, LDA, LSTM 

 I. INTRODUCTION 

Recommendation systems are programs and algorithms that help users in making a choice based on a set 

of predefined criteria. With the advent of content streaming websites and online retail, recommendation 

systems play a pivotal role in pushing new content to users. It is, therefore, very critical for companies to 

invest in building state of the art recommending engines to make sure all users are directed to products of 

their liking. There are predominantly two paradigms of recommendation systems, namely: 

1) Collaborative filtering techniques 

2) Content based filtering techniques 

Collaborative methods are recommendations based on the past interactions recorded between users and 

items, and between different users. These interactions are stored in a "user-item interactions matrix". 

Content based approaches use additional information about users and/or items. These generally include 

personal information about the user to tailor-make suggestions. 

Natural Language Processing is a study of linguistics using machine intelligence, generally used to parse 

and analyze textual and speech data. Generally, for NLP tasks, Recursive Neural Network (RNN) are
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preferred for temporal structures and to parse complex lexical grammar due to their ability to preserve 

sequential order and model long-distance contextual information, and Convolution Neural Nets (CNN) 

are chosen for dealing with spatial structure due to their ability to mine semantic clues in contextual 

windows. While these are very useful models, they have certain limitations, namely: 

1) out-of-order access 

2) long-term dependency 

3) unordered sets 

Overcoming these limitations is a model called end to end memory networks (MemN2N), which has the 

following salient features: 

1) Reads from memory with soft attention 

2) Performs multiple lookups (hops) on memory 

3) End-to-end training with backpropagation 

4) Only requires explicit supervision of attention during output validation. 

 Figure 1: MemN2N workflow diagram 

Figure (1) is a representation of and end-to-end memory network. 

Topic modeling is a statistical method to determine the different abstract "models" that occur in a text, 

this helps in identifying hidden semantic structures in a text. A popular topic modeling technique is 

called Latent Dirichlet Allocation (LDA). LDA is a generative probabilistic model, specifically, a 

hierarchical Bayesian model. Using LDA, every element or an object in a sentence is treated as a mixture 

of the extracted topics. This technique can also be used in Document structuring and collaborative 

filtering. An example of LDA topic modeling is illustrated below in Figure(2): 
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Figure 2: Example of LDA 

Attention is a mechanism that was originally invented to improve the performance of the Encoder-

Decoder type RNN on machine translation. An attention mechanism takes into account the input from 

several time steps to make a single prediction and can be defined as components of memory networks, 

which focus their attention on external memory storage rather than a sequence of hidden states in an 

RNN. There are 2 types of attentions in Neural Networks, namely: 

1) Hard Attention, which is non-deterministic and uses probability density function. 

2) Soft Attention, which is Deterministic and differential. 

A diagrammatic representation of attention mechanism is given below in figure(3): 

Figure 3: A diagrammatic representation of the soft attention mechanism 

I. RELATED WORK 

In view of increasing dependency on outdated methods for text analysis and information retrieval, a lot 

of research has been undertaken to devise a more efficient method of text parsing. 
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Various works have shown the efficiency of LDA systems to topic model and to tag important words, 

including LDA ad-hoc information retrieval (Xing Wei , 2006) and sentiment analysis as discussed in 

(Xianghua, 2013). The latter in particular, discusses the cutting edge Latent Dirichlet Allocation 

mechanisms for sentiment analysis of user social sentiment by leveraging and mining chinese social 

reviews. This therefore, also sets precedence in terms of LDA modelling for reviews. 

In (Xing Wei, 2006), the authors discuss the effective information retrieval systems that are ad-hoc 

specialized and very narrow and concentrated in their applications. It proves that in ad-hoc conditions, 

an LDA is able to return a 95% confidence based on the wilcoxon test. 

The earliest reference to MemN2N models was made in (Sukhbataar, 2015) which introduced a novel 

mechanism of end to end memory nets which over multiple hops easily outperformed other neural 

network models such as LSTM, RNN and CNNs. Furthermore, we find that end to end memory 

networks suggested in this paper are more suitable for multiple simultaneous computational hops. Due 

to its apparent efficiency in dealing with heavy duty data and large data sets, this mechanism is chosen 

over RNNs and LSTMs. 

In (Huang, 2016), the hashtag recommendation system based on end to end memory, a model similar to 

recommendation system for restaurants is suggested. Similar to the hashtag recommendation system 

that prescribes a novel approach to tag and create relations between topics (bag of words), we want the 

restaurant recommender system to have a low recall and high efficiency. 

(Xu Chen, 2018) defines an alternative memory mechanism for sequential recommendation, we draw 

inspiration from the novel approach in finding that though user's previous preferences and behavior 

records are not all equally important, in the sense that some behavioral aspects are much more prevalent 

and useful for future predictions as compared to others. A memory mechanism is able to overcome this. 

Despite the fact that the paper defines its mechanism based on a memory augmented neural network, it 

can be found that the latent memory matrix storage and manipulation similar to that of the end to end 

system. According to the paper, memory storage mechanism has again been recorded to be consistently 

more efficient as compared to RNNs and markov chains. 

(Zhang, 2016) paper on phrase-level textual sentiment analysis across multiple categories or LRPPM, is 

helpful in breaking down the reviews into phrases, each with an individual context and finding 

correlation between the words in the individual lines. 
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(Chen Cheng, 2013) links the LRPPM model in the previous paper by discussing sequential correlation 

in his paper on successive points-of-interest recommender systems. These recommender systems offer 

higher accuracy and reliability as compared to other systems. 

II. PROBLEM FORMULATION 

This paper aims to develop an optimal recommendation algorithm which can accurately identify the 

preferences of the user based on historical data, user reviews, and the personal information obtained 

from the user. The aim is to build such a recommendation system that uses both content based and 

collaborative filtering methods to reach an optimal result. In this work, we aim to utilize the end-to-end 

memory network setup to parse the input reviews and to successfully identify and tag the key words that 

will be useful in predicting user behavior. Using state of the art NLP techniques such as attention 

mechanism, LDA topic modeling and bag-of-words implementation, this paper aims to make significant 

improvements in the performance of text based recommendation systems. An example of end to end 

memory system is shown below in figure(4) to demonstrate the use of temporal data and soft attention. 

Figure 4: Working of a MemN2N system with time embeddings

 

As shown in the diagram above, the key difference in MemN2N architecture is the addition of memory 

and time embeddings separately while externalizing the memory. 
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III. WORKING MODEL 

(a) Getting user's personal information from the application. 

(b) Extracting User-item interaction matrix for user history. 

(c) Reading the generated restaurant reviews for the chosen restaurant. 

1) Cleaning extracted review words: 

Prior to proceeding with text based analysis and modeling, there often is a need for cleaning and parsing 

the text. This is owing to the fact that almost all the text is created and stored in human-readable form, 

and it is challenging for a computer to process that text accurately. Most of the cleaning and parsing of 

text involves increasing the regularity and adding structure to the text. This involves: 1. Removing stop 

words 2. Fixing typing errors 3. Tagging some words as important, such as name, title, and etc 4. 

Lemmatization, grouping words with common roots 

2) Latent Dirichlet Allocation (Topic tagging) 

Every element or object is treated as a mixture of the extracted topics in a certain way. With respect to the 

text classification capabilities, the topic probabilities provide an almost accurate representation of the 

document. After LDA is completed, the topics of the review are all individually tagged. 

3) TF-IDF bag of words: 

TF-IDF, or term frequency–inverse document frequency, is a numerical statistic that is intended to 

reflect how important a word is to a document in a collection of words, or a sentence. It is often used as a 

weighting factor in searches of information retrieval, text mining, and user modeling. The tf–idf value 

increases proportionally to the number of times a word appears in the document. 

4) Implementation of attention mechanisms: 

While implementing attention mechanism, we find an unfortunate side-effect of using attentions in 

computational models. To successfully use the attention mechanism, we need to calculate an attention 

value for each combination of input and output word. Take for instance, a 100-word input sequence and 

generate a 100-word output sequence, that would be 10000 attention values. That doesn't sound too bad 

for the smaller denomination of word sequences, but if you do character-level computations and deal 

with sequences consisting of more than a hundred tokens the above attention mechanisms can become 

prohibitively expensive. Actually, that's quite counterproductive. Human attention is something that's 

supposed to save computational resources. By focusing on one thing, we are able to neglect many other 

things. But that does not seem to be possible with computational models. We're essentially looking at 

everything in detail before deciding what to focus on. 
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5) Word Embedding are created: 

We use MemN2N as a language model. For instance, we parse any random review as the example: "The 

movie was great, it couldn't have been better. The first half was better than the second." Instead of 1 

sentence per memory entry, we store only one word per entry as shown in figure(5): 

Fig 5: Word embedding 

Algorithm for parsing reviews to meaningful information: 

I. READ_TEXT 

II. USE PRE-TRAINED LIBRARY MODULES TO IGNORE INCORRECT WORDS 

III. REMOVE STOP WORDS 

IV. CREATE WORD EMBEDDINGS, so now we have memory vector and embedding vector. 

V. FIND TOPICS FROM EMBEDDING VECTOR 

VI. if(TOPIC_ELEMENTS = Restaurant_tags) then add TOPIC_ELEMENTS to User-item 

Interaction matrix. 

VII. END 

Algorithm for collaborative recommendation implementation: 

I. READ HISTORY DATA 

II. LOAD DATASET CLASS 

III. IMPLEMENT MATRIX FACTORIZATION, for eg. non-negative matrix factorization (NMF) 

IV. CALCULATE VALID Root Mean Square Error (RMSE) values 

V. RETURN SUGGESTION WITH THE LOWEST RMSE value. 
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Figure 6: Figure depicting recommendation system 

IV. COMMON MISTAKES 

Ÿ  Inaccurate model architecture. 

Ÿ  Inefficient train-test splits 

Ÿ  Not eliminating stop words 

Ÿ  Lack of lemmatization 

Ÿ Implementing attention mechanism without rein-forcement learning approach, whereby 

increasing computational burden 

Ÿ  Overfitting the model on the database 

Ÿ  Tokenization and node optimization. 

VI. END 
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V. RESULT AND DISCUSSION 

The results showed an interesting trend: 

1) The best MemN2N models are reasonably close to the  supervised models, although the 

supervised models  are still superior. 

2) All variants of our proposed model comfortably beat  the weakly supervised baseline methods. 

3) Joint training on all tasks helps. 

4) Increased computational hops gives improved  performance. 

The recommendation system returned a validation accuracy of 95% in our implementation. The 

MemN2N model outperformed LSTM, RNNs and CNNs in our attempt. 

Given below is the MSE of the implementation Figure (7). 

Table : Performance Metric, as we can see increasing hops increases performance of the 

system. (10K training examples). 
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Figure8. MSE, Variance and 1K vs 10K training data comparison 

VI. CONCLUSION AND SCOPE 

In this work we showed that a neural network with an explicit memory and a recurrent attention 

mechanism for reading the memory can be used in recommendation tasks. It can be successfully trained 

to perform tasks in the NLP domain such as language modeling. Our model outperforms RNNs and 

LSTMs of comparable complexity. On both tasks we can see that increasing the number of memory hops 

improves performance. Using MemN2N reduced the need for training supervision and reduces memory 

load. 

Compared to the Memory Network implementation of [9] there is no overall supervision required, 

because of this our model can be used in a plethora of use cases. Our model approaches the same 

performance of that model, and is significantly better than other systems with comparable supervision 

measures. On language modeling tasks, our model outperforms tuned RNNs and LSTMs of comparable 

complexity by a small margin. 

In the future, 

Ÿ more work needs to be done in particular to focus on making highly specialized specific 

recommendation systems such as this one. 

Ÿ  Work must be done to further reduce the memory burden. 

Ÿ  There is scope for addition of sentiment analysis in this system to further gauge the user sentiment. 

Ÿ Currently the system only accepts reviews that follow a stringent grammar, with additional 

training, the system can be trained to handle human errors. 
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 The paper presents a novel dual-band patch working at GSM band and S-band. The patch encompasses a 

rectangular radiator coupled with a parasitic patch in the coplanar region and a split ring resonator in 

the ground region. The patch is analyzed numerically and is synthesized using the HFSS simulator. 

Finally, the performance characteristics of the model are measured and are compared with numerical and 

simulated results. The patch gives two different bands at 950MHz and 2.3GHz and gives -10dB impedance 

bandwidth in the lower band from 950MHz -1GHz and higher band from 2.275GHz – 2.325GHz. The 

patch also accomplishes a gain of 4.74dBi in the effective band 1 and 4.02 dBi in the operating band 2. 

Keywords: Dual Band, Energy harvesting, microstrip patch, rectenna, rectifier. 

 I. INTRODUCTION 

Microstrip patches are mostly extensively used in wireless devices due to its less weight, ease of 

fabrication and better design optimization solutions [1]-[2]. It ranges from linear polarized [3] to circular 

polarized [4] patches, narrowband to ultra-wideband patches. This patch plays a crucial role in radar 

systems, satellite communications, military, and airborne communications and remote sensing 

applications. In general, the patches are fed by different techniques including coaxial fed, aperture 

coupling [5], microstrip line feed [6], the inset fed, proximity coupling [7], L feed [8] each having 

different advantages and its limitations. Recently graphene are also used to enhance antenna capabilities 

[9]. Dual-band patches are much more popular due to their ability to generate a strong signal in two 

bands which are much required in mobile communications systems. These patches have very sharp dual 

bands targeting only operating frequencies in the desired applications and also these bands are separated 

significantly from each other to avoid co-channel interference. These properties make dual-band 

patches are a stable and easy way to connect with other devices. Most of the paper discussed above lacks 

numerical analysis of the model and hence there is a need for systematic analysis of the patch model at 

each stage. 

In the proposed work the most widely used rectangular patch is taken and is analyzed step by step 

through numerical equations to interpret the performance characteristics of the patch. It is then coupled 

with parasitic patch to induce additional band for wide applications including satellite communications.
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Further, the work is extended to introduce SRR in the ground surface to enhance the patch performance 

characteristics. The proposed model is designed to operate at two different operating bands in GSM and 

S-band standards with sufficient gain characteristics suitable for various applications. 

II. PATCH DESIGN PRINCIPLES 

 © 

Fig. 1. (a) Rectangular patch patch (b) Rectangular patch patch with a parasitic patch (c) 

Proposed patch patch with SRR 

The patch comprises of three stages. Initially, a simple rectangular patch as exposed in Fig. 1(a) is 

designed and its performance metrics are analyzed using HFSS. The second stage involves the 

introduction of a parasitic patch as exposed in Fig. 1(b) with a rectangular patch and its effects over the 

rectangular patch is studied. Finally, a slip ring resonator (SRR) is etched on the ground region as 

exposed in Fig. 1(c) is designed and the overall performance metric is studied. All the three patch models 

are considered on low loss substrate with a permittivity of 2.65 and a loss tangent of 0.0015 with a
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thickness of 1.5mm. The entire model is designed on a single-layer substrate to make the patch less 

complex and feasible to integrate with other RF components. The patch is fed by an inset fed (50ohm) 

technique to make more control over patch impedance matching. 

III. NUMERICAL ANALYSIS 

The RLC circuit for a rectangular patch can be realized with RLC components terminated with input 

impedance Zp as depicted in Fig. 2. 

Fig. 2. RLC Circuit of Rectangular patch 

The Corresponding RLC values of the radiator can be derived from equations specified below 

Where L, W, H are the Patch length, width, thickness, and X0- feed point location. The permittivity of the 

medium is taken as εr. The RLC model of parasitic patch coupled with the rectangular radiator is 

depicted in Fig. 3. The RLC components for the parasitic element is derived as same as rectangular 

radiator RLC components using equations (1)-(3). The RLC circuit is terminated with an input 

impedance of Z . pp

Fig. 3. RLC circuit model for parasitic patch 
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Between the patch element and the parasitic element, there exists a gap region, which adds a capacitive 

effect over the patch circuit. The RLC model for the overall capacitance value resulted from the gap 

region is depicted in Fig. 4 and is derived using equation (4)-(5) given below 

Fig. 4. RLC circuit model for Gap Capacitance 

Finally, the RLC circuit model for the feed is depicted in Fig. 5. The line is terminated with impedance 

ZL. The Land Components of the feed line is derived from equation (6)-(7) 

Fig. 5. RLC circuit model for Feedline 



International Journal of Innovative Technology and Exploring Engineering (Volume - 12, Issue - 02, May - August 2023)                          Page No. 87

ISSN 2278-3075 

Where CL is the Feedline capacitance and LL is the feed line inductance. The overall RLC model for the 

proposed patch is depicted in Fig. 6. 

Fig. 6. RLC circuit of proposed model 

In general, the resonant frequency is derived from equation (8) 

Where L  is the effective realized length and e  is the effective realized permittivity of the substrate or es re

the medium whose value are given below. 
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The Characteristic impedance Z and the input impedance Z  of the patch is given in equation (9)-(10) L in

given below. 

Based on the above equations, the performance characteristic metric such as reflection coefficient, 

VSWR and return loss are deduced using the equations given below. 

IV. PARAMETRIC ANALYSIS OF THE PROPOSED PATCH 

Analysis of antenna design parametric dimensions is carried to determine the result of design restrictions 

over patch performance metrics. Fig. 7 depicts the effect of substrate thickness over the patch impedance 

characters. It is observed that with a rise in antenna substrate thickness moves the operating band (both 

lower and the upper band) towards higher resonating regions. 

Fig. 7. Effect of substrate thickness (H) on reflection coefficient (dB) 

Fig. 8 shows the effect of feed line width (Ws) over the patch impedance bandwidth. It is observed that 

with a rise in patch substrate thickness moves the operating band (both lower and the upper band) 

towards lower resonating regions. This is due to the effect of capacitance CL over patch frequency bands 

as both are directly proportional to each other. 
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Fig. 8. Effect of feed line width (Ws) over the reflection coefficient (dB) 

Fig. 9 shows the result of feed length (Ls) over the patch reflection coefficient. It is observed that with an 

increase in patch substrate thickness moves the operating band (both lower and the upper band) towards 

higher resonating regions. This is due to the effect of Ls over patch frequency bands as both are inversely 

proportional to each other. 

Fig. 9. Effect of feed line length (Ls) over the reflection coefficient (dB) 

Fig. 10 shows the effect of the Gap region (G) over the reflection coefficient (dB). It is observed that 

change in gap regions swings the patch band (both upper and lower band) between two ends of the 

operating frequency regions. 
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Fig. 10. Effect of Gap region (G) over the reflection coefficient (dB) 

V. RESULTS AND DISCUSSIONS 

Base on the above equations discussed in numerical analysis and parametric analysis, the RLC values of 

the patch design are given in Table I. 

Table I. Patch design dimensions 

Fig. 11. Comparison of the proposed patch with other patch models. 
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The proposed patch model is designed using HFSS and is simulated. The resultant output is compared 

with both numerical and experimental results. Fig. 11 shows the impedance curve for a rectangular 

radiator patch model with a parasitic model without SRR and proposed a model with SRR. It is 

witnessed that the patch functions at two different bands at 950MHz and 2.3GHz. The model gives -

10dB impedance bandwidth in the lower band from 950MHz -1GHz and a higher band from 2.275GHz – 

2.325GHz. 

Fig. 12. Impedance characteristics of the patch. 

Fig. 12 shows the comparison of -10dB impedance bandwidth curve observed from simulated, 

numerical and experimental results. It is inferred that the impedance bandwidth curve obtained from 

simulated, numerical and experimental results is closely matched with each other. 

The radiation characteristic of the patch is simulated and are validated. The resultant radiation pattern is 

given below. 

Fig. 13 shows the radiation shape for the E and H plane corresponding to 950 MHZ (Band 1). The plot 

displays the relationship of both simulated and measured pattern. It is inferred that the patch gives an 

omnidirectional pattern for the E plane and doughnut shape pattern for the H plane in working band 1 

with a gain of 4.74dBi. 
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Fig. 13. Radiation pattern for band 1. 

Fig. 14 shows the radiation shape for the E and H plane corresponding to 2.3 GHz (Band 2). The plot 

displays the relationship of both simulated and measured pattern. It is inferred that the patch gives an 

omnidirectional pattern for E plane and doughnut shape pattern for the H plane in the operating band 2 

similar to that of band 1 with a peak gain of 4.02dBi. 

Fig. 14. Radiation pattern for band 2. 

VI. CONCLUSION 

The paper presents a novel dual-band patch loaded with SRR resonators. The patch is excited by 50-ohm 

inset fed and is designed on the single-layer substrate. The patch resonates at two different bands at 

950MHz and 2.3GHz and gives -10dB impedance bandwidth in the lower band from 950MHz -1GHz 

and higher band from 2.275GHz – 2.325GHz. The patch also achieves a peak gain of 4.74dBi in the 

operating band 1 and 4.02 dBi in the operating band 2. The proposed design can be used for modern 

satellite communication for both uplink and downlink data transfer processes. 
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 The higher the human population, the higher the demand for food supply from the agriculture sector. 

However, healthy and environment-friendly plant-based food production is very time-consuming. Water 

quality checking by the human resource is no longer efficient in the presence of technology today. Thus, a 

water quality monitoring system for aquaponics and fishpond is proposed in this study adapting the use of 

Wireless Sensor Network (WSN), Message Queuing Telemetry Transport (MQTT) protocol, and Wi-Fi 

signal. The completed system was successfully tested and implemented at the Malaysian Institute of 

Sustainable Agriculture (MISA). The devices send measurements to a base station which hosted a web 

server which can be viewed both locally and via the Internet. Results show the system is practical in use as 

it is both stable and reliable with 5 seconds maximum measurement refresh rate on its dashboard. Thus, 

reduces human dependency for monitoring the water quality of both the aquaponics and fishpond. Human 

resource can then be allocated to more crucial roles. Room for improvement includes complete use of 

solar renewable energy, adding Wi-Fi extender for large scale implementation, and equipping the 

Raspberry Pi with a cooling fan. This is the step forward to modernising agriculture. 

Keywords: Aquaponics, fishpond, monitoring system, MQTT, water quality, WSN. 

 I. INTRODUCTION 

As the human population grows today, so as the demand for food supply from the agricultural sector. 

Plant-based foods take more time to produce compared to meat-based [1]. In addition, society today is 

concern on healthy food which includes vegetables and the environment from plantation as various 

information is at their fingertip [2]. This arises from the awareness of the danger of eating food which is 

sprayed with pesticides. Furthermore, the pesticides used in plantation causes soil pollution which also 

pollutes any nearby water source such as lakes and rivers [3]. Aquaponics is an efficient food production 

mechanism which combines both plant and fish farming together in a harmony environment. 

Technology today had advanced rapidly beyond our imagination ten years ago. However, the local 

agricultural sector is still far behind compared to other industrial sectors in adapting technology in 

production [4]. Since agricultural activities involve many routines, adapting remote monitoring had 

potentials in increasing efficiency in food production [5]. Currently, human resource is inefficiently 

allocated for water quality checking routine instead of focusing on a task which is incapable to be
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handled by computers. Thus, a water quality monitoring system for aquaponics and fishpond using 

Wireless Sensor Network (WSN) is proposed in this study to reduce water quality testing routine by 

MISA's staff besides increasing their efficiency in task assignments. 

Design of wireless connectivity solution was based on several past works. Works by [6], [7], and [8] uses 

Zigbee wireless technology in their solution for smart farm monitoring system using IoT, 

implementation of a connected farm for smart farm, and IoT based smart irrigation monitoring and 

controlling system respectively. Zigbee is quite costly and a little more complex in term of usage 

compared to Wi-Fi. A work by [9] uses Wi-Fi signal as data transmission platform in adapting WSN for 

modern agriculture. It has the advantage of low-cost and easy implementation. A work by [10] uses 

Message Queuing Telemetry Transport (MQTT) protocol for smart agriculture has the advantage of 

rapid data transmission. A work by [11] adapted the use of WSN for smart farming has the advantage of 

efficiency in data collection for various sites. Based on the several designs presented, application of 

WSN using MQTT via Wi-Fi was chosen as the best solution design for this study's application. 

II. METHODOLOGY 

This study focuses on hardware and software development which also includes experimentation on the 

system. Fig. 1 shows the flow of the study. 

Fig. 1. The flow of the study. 

A. Hardware Design 

A Raspberry Pi 3 Model B+ microcomputer which comes with a built-in Wi-Fi module is placed in an 

office as a base station for data collecting and hosting the monitoring system's web server. It can also 

utilise a personal computer for basic office tasks. A 32GB microSD card is used for the Raspberry Pi as it 

is sufficient for an operating system and local data storage. A standard Raspberry Pi casing is used for 

protection of the microcomputer. Fig. 2 shows a stationed water quality measuring device is used for 

aquaponics. 
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Fig. 2. The stationed device for aquaponics. 

While a portable water quality measuring device is used for a fishpond which is also known as iFloat as 

shown in Fig. 3 in testing. The three devices are connected via Wi-Fi to a portable 4G modem which 

supports virtual servers for port forwarding to allow remote access of the monitoring system. Placement 

of the Wi-Fi modem is also crucial to ensure all the devices are covered within its Wi-Fi signal range. 

Since the Raspberry Pi is hosting the webserver, the stationed and portable devices only have to send 

measurements to the Raspberry Pi via Wi-Fi. Thus, a WeMos D1 board is used for both devices as it is 

Arduino Uno compatible and has a Wi-Fi module together. In addition, the portable device uses a 12V 

1.2Ah lead-acid battery for powering up and a small solar panel for recharging it in daylight. While the 

stationed device which includes an automation system for the aquaponics' Light-Emitting Diode (LED) 

and water pump uses a direct power supply. 

Fig. 3. The portable device in testing. 
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B. Software Design 

Raspbian Buster operating system (OS) is used on the Raspberry Pi as it is the latest and official OS. 

Docker which is a container-based environment was set up on the OS. Portainer was installed and run on 

the Docker to give it a user-friendly interface. A time-series database (TSDB), InfluxDB was installed 

and run on the Docker to store measurements from both the stationed and portable devices locally in the 

Raspberry Pi's microSD card since it has a sufficient storage space. For data visualisation, Grafana web 

server was installed and run on the Docker which retrieves measurements stored in the database and 

displays it according to the user's configuration on the webserver. In term of wireless data transmission, 

Message Queuing Telemetry Transport (MQTT) publish-subscribe-based messaging protocol is used 

via the Wi-Fi connection between the Raspberry Pi, stationed, and portable devices. Furthermore, 

JavaScript Object Notation (JSON) format is used in the data transmission. The Raspberry Pi subscribes 

to a topic in which the stationed and portable devices publish its measurements via the respective 

WeMos's Wi-Fi module. A Python code script was made and run on the OS for subscribing and listening 

to the topic for any measurement publish by the stationed and portable devices. In addition, the Python 

script stores the received measurements in the database for visualisation. The flow of data is shown in 

Fig. 4. Aside from that, port-forwarding is made on the Wi-Fi modem to allow external connection to 

access via the Wi-Fi modem to the webserver. A free Dynamic Domain Name System (DDNS) service 

provider is used to link between the Raspberry Pi's dynamic public Internet Protocol (IP) address and the 

webserver's host port to allow remote user access. 

Fig. 4. The flow of data.

 

C. Experimentation 

Tests were carried out on-site at the Malaysian Institute of Sustainable Agriculture (MISA), a foundation 

focuses on urban and organic farming. The Raspberry Pi was placed in the office, the stationed water 

quality measuring device was set up on aquaponics, and the portable water quality measuring device was 

placed in a fishpond. The portable Wi-Fi modem was placed at a central location between all the devices
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as shown in Fig. 5 to ensure its Wi-Fi signal range is within range of all the devices. The system was run 

at a 24-hour basis to observe its reliability and performance. 

Fig. 5. Position of devices in MISA. 

III. RESULTS 

The stationed and portable water quality measuring devices successfully sent their measurement to the 

Raspberry Pi. The measurements are then successfully displayed on the hosted web server as shown in 

Fig. 6. The measurements include water pH level, water and ambient light level in Analogue-to-Digital 

Converter (ADC) value which ranges from 0 to 1023. In addition, the system also includes the Raspberry 

Pi's disk space usage, CPU temperature, and CPU usage level. This is to monitor the Raspberry Pi's 

health status as the base station of the system. 

Fig. 6. Grafana dashboard for the stationed device before integrated with the portable device. 
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nd rdTable I shows the selected measurement period of the stationed device every 6 hours on the 22  and 23  

of July 2019. The pH level is high around the 00:00 hour of 23/7/2019 due to the MISA's staff adding 

lime powder to reduce the acidity of the water. In the other hand, the water level is steadily decreasing 

throughout the period due to vaporisation. While ambient light level shows a very low level at midnights 

and very high level at middays. 

Table- I: Selected measurement period of the system 

While Fig.7 shows the measurement of the portable device after integration into the dashboard. 

Furthermore, the system has successfully run for a week without having any data lost or technical 

problem on the webserver. Moreover, measurements are sent at an average one second per reading from 

each of the two water measurement devices. Thought the webserver's maximum refresh rate for new 

readings is 5 seconds which is acceptable for this study's application. The Raspberry Pi's still have a 

significant storage space upon running for a week and its average temperature measurement is still 

acceptable although sometimes it's quite high. In addition, the user can choose a time range of 

measurement to be displayed and suitable refresh rate of the dashboard. The webserver also can be 

accessed locally and via the Internet for user convenient. Thus, the webserver is stable and reliable for a 

continuous twenty-four seven monitoring system. 

Fig. 7. Grafana dashboard for the portable device after integration. 
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IV. CONCLUSION 

The wireless monitoring system is successfully developed with a base station, a stationed water quality 

monitoring system for an aquaponics and a portable water quality monitoring system for a fishpond. The 

monitoring system utilises the fast responding MQTT protocol to send data wirelessly to a Raspberry Pi 

as a base station for local storage and visualisation. Using open-source software, a web server is hosted 

locally on the Raspberry Pi and extends its accessibility via the Internet. The completed system was 

successfully tested and implemented at MISA's aquaponics and fishpond. Based on the experimental 

results, the system proofs to be stable and reliable for use at site. Thus, reducing MISA's staff routine task 

of checking the water quality of both the aquaponics and fishpond. Nonetheless, room for improvement 

is always open wide. A large battery and solar panel can be used to supply power to the stationed device 

instead of using the direct power supply in support for using renewable energy and cut electricity cost. 

For large scale implementation of the system which covers a wide area, several Wi-Fi extenders can be 

used to increase the range of the local Wi-Fi network signal. It is recommended to provide the Raspberry 

Pi with casing including a mini fan to cool it down as its temperature will rise upon an increase in user 

activity on the microcomputer. Application of technology in agricultural sector improves the efficiency 

of food production to support the growing population's food demand. This is a small step towards smart 

farming that is actively being promoted today and attract the young generation to get involved in 

developing it. 
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