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Workload Multivariate Prediction by Vector Autoregressive 
and the Stacked LSTM Models

1  2 3 4 Soukaina Ouhame, Youssef Hadi,  Fettah Akhiat, El Hassan Elkafssaoui
 1
MISC Laboratory, Ibn Tofail University, Kenitra Morocco 

2
LAGA Laboratory, Ibn Tofail University, Kenitra Morocco 

3,4IMEMA Laboratory, Ibn Tofail University, Kenitra Morocco 
1 2E-mail: soukaina.ouhame@uit.ac.ma, hadi@uit.ac.ma 

In cloud computing services, Infrastructure as a service (IaaS) is a service model that provides virtual 

computing resources in the form of hardware, networking, and storage services to the end users as needed 

in an elastic manner. However, cloud-hosting platforms introduce several minutes delay in the hardware 

resource allocation. The obvious solution to this issue is to predict the future need of computing resources 

and allocate them before being requested. This paper represents a hybrid method for predicting 

multivariate workload based on the Vector Autoregressive (VAR) model and the Stacked Long Short Term 

Memory (LSTM) model. In the proposed method, two metrics are used: CPU and memory usage, the VAR 

model is used to filter the linear interdependencies among the multivariate time series, and the stacked 

LSTM model to capture nonlinear trends in the residuals computed from the VAR model. The proposed 

hybrid model is compared with other hybrid predictive models: the AR-MLP model, the RNN-GRU model 

and the ARIMA-LSTM model. Results of experiments show superior efficacy of the proposed method over 

the other hybrid models.

Keywords- Cloud Computing, Multivariate Workload Prediction, Vector Autoregressive, VAR, Long 

Short Term Memory, Stacked LSTM.

I. INTRODUCTION
The most important benefits of cloud computing is the ability to provide flexible and fast IT resources on 
demand. Currently, the majority of cloud providers offer scalable services that automatically provide 
computer resources (such as CPU, memory, and storage). However, the scaling time mainly  introduces 
a delay of several minutes, the start-up time to initialize a new VM. It is important to determine the exact 
amount of resources in advance  to reduce scaling time.

Consequently, workload forecasting is the key solution to solve this problem.

Many prediction methods have been used in the literature, Jiang et al [1] explains that the behavior of 
web and data center workloads can be modeled through time series models. Chen et al [2] introduces a 
new prediction method using an enhanced fuzzy neural network method. Islam et al [3] uses Neural 
Network (NN) and Linear Regression (LR) algorithms and the sliding window technique in order to 
develop a new workload prediction strategy. Liu et al [4] presents a novel forecasting approach, which 
classifies the workloads and selects one prediction model among Support Vector Regression (SVR) 
model and Linear Regression (LR) model according to the workload features. Calheiros et al [5] uses the 
Auto Regressive Integrated Moving Average (ARIMA) model to predict cloud workload for Software as 
a Service (SaaS) providers. Zhang [6] proposes a hybrid approach to time series forecasting using both 
ARIMA and ANN models.
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Recently, deep neural networks have been intensively used in workload prediction. D. Janardhanan and 
E. Barrett introduces a hybrid model, Long Short Term Memory neural network (LSTM) and ARIMA 
model [7] for CPU workload prediction.

In [8], the authors indicate that the LSTM model could solve the issues faced by cloud systems, as it is 
fragile and costly in the event of issues such as dynamic scaling of resources and energy consumption. 
The authors state that if it would be possible to determine the precise future workload of a server, 
resources can be adjusted according to demand and thus maintain both quality of service and reduce 
energy consumption.

In this paper, we propose a multivariate workload prediction model based on the Vector Autoregressive 
model and Stacked LSTM neural network. The Vector Auto Regressive model analyzes multivariate 
time series and predicts their future values, then the residues are calculated from the VAR model and 
used as inputs for the next stacked LSTM model, which simultaneously forecasts future resource values.

The contributions of this paper are listed as follows:
• We provide the fundamental definitions and necessary notions for building the Vector 

Autoregressive and LSTM models.
• We present the multivariate workload prediction algorithm.
• To conduct experiments and evaluate the proposed method, we use real world workload traces of 

GWA- T-12 Bitbrains service provider [9]. The paper is organized as follows. Section II presents 
the proposed method. The experimental results and analysis are shown in Section III. Finally, 
Section IV concludes the paper.

II. PROPOSED METHOD
In general, time series data is composed of 2 portions the linear and the nonlinear portion [6]. Thus, we 
can express as follows:

ISSN (Print): 2321 -4058, (Online): 2321 -4392

L Represents the linearity of data at time t, while N   signifies nonlinearity. The e value is the error term. t t

The Vector Autoregressive (VAR) model is used for predicting multivariate time series. The model 
works decently on linear problems. Alternatively, the Stacked LSTM model can capture nonlinear trends 
in the dataset. Therefore, the two models are consecutively combined to comprise both linear and 
nonlinear tendencies in the model. 

First of all, we introduce some background concepts of the two models. After that, we describe the 
proposed model for multivariate workload prediction in the cloud. 

A. The Vector Autoregressive model 
VAR models introduced by Sims [10] is a univariate model extension for predicting multivariate time 
series. The structure is that each variable is a linear function of past lags of itself and past lags of the other 
variables. 

In this paper, we have to predict two time series (CPU and Memory usage) therefore the vector 
autoregressive model is as follows: 
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VAR order selection 
The most common approach for model order selection involves selecting a model order that minimizes 
one or more information criteria evaluated over a range of model orders; Akaike Information Criterion 
(AIC), Bayesian Information Criterion (BIC) or Hannan-Quinn Criterion (HQC). In this paper, we 
resolve to use the AIC metric to estimate parameters. 

ISSN (Print): 2321 -4058, (Online): 2321 -4392

B. The Long Short Term Memory model 
Neural Networks are known to perform well on nonlinear tasks. Because of its versatility due to large 
dimension of parameters, and the use of nonlinear activation functions in each layer, the model can adapt 
to nonlinear trends in the data. 

To understand the LSTM model, the mechanism of Recurrent Neural Networks (RNN) should first be 
discussed. The RNN is a type of sequential model that performs effectively on time series data. It takes a 
sequence of vectors of time series data as input X = [x  , x , x  ,......,x  ] and outputs a vector value 1 2 3 n

computed by the neural network structures in the model's cell, symbolized as A in Fig. 1, Vector X is a 
time series data spanning t time periods. The values in vector X is sequentially passed through cell A . At 
each time step, the cell outputs a value, which is concatenated with the next time step data, and the  cell 
state C . The output value and C serve as input for the next time step. The process is repeated up to the last 
time step data. 

VAR model estimation 
The Ordinary Least Squares (OLS) method or the Maximum Likelihood (ML) method can be used to 
estimate the parameters of VAR model. In this paper, we use The OLS estimator. The residual values are 
computed and entered to the subsequent LSTM model. As the VAR model has identified the linear trend, 
the residual is assumed to comprise the non- linear features. 

Fig. 1 Structure of Recurrent Neural Network 
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The A cell in Fig. 1 can be substituted with various types of cells. In this paper, we select the standard 
LSTM cell with forget gates, introduced by F. Gers et al. (1999) [11]. The LSTM cell paper comprises 
four interactive neural networks, each representing the forget gate, input gate, input candidate gate, and 
the output gate. The forget gate outputs a vector whose element values are between zero and one. It 
serves as a forgetter that is multiplied to the cell state C  from the former time step to drop values that are t -1

not needed and keep those that are necessary for the prediction. 

ISSN (Print): 2321 -4058, (Online): 2321 -4392

The s function, also denoted with the same symbol in Fig.2, is the logistic function, often called the 
sigmoid. It serves as the activation function that enables nonlinear capabilities for the model. 

In the next phase, the input gate and the input candidate gate operate together to render the new cell state 
C  , which will be passed on to the next time step as the renewed cell state. The input gate uses the sigmoid t

as the activation function and the input candidate utilizes the hyperbolic tangent, each outputting it and 
C' . The it selects, which feature in C' should be reflected in to the new cell state C  . t t

The tanh function in Fig.2 is the hyperbolic tangent. Unlike the sigmoid, which renders value between 
zero and one, the hyperbolic tangent outputs value between -1 and 1. 

Fig.2 Inner structure of a Long Short-Term Memory cell 

Finally, the output gate decides what values are to be selected, combining o  with the tanh applied state  C  t t

as output h  . The new cell state is a combination of the forget-gate applied former cell state C   and the t t -1

new tanh applied state C . t 

Stacked LSTM architecture can be defined, as an LSTM model comprised of multiple LSTM layers. 

An LSTM layer above provides a sequence output rather than a single value output to the LSTM layer 
below (Fig.3). 
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Fig.3 Stacked Long Short-Term Memory Architecture 

C. The proposed VAR-LSTM model 

ISSN (Print): 2321 -4058, (Online): 2321 -4392

The input of the algorithm are the CPU and Memory usage time series, which are formed using the 
historical data of the workload. The stationarity of each time series is checked by using the augmented 
Dickey–Fuller (ADF) test; if they are not stationary, we differentiate them. 

In the following step, we select the lag order with the  t t least value for model fitting, then we compute 
the residual values. 
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III. RESHAPE TRAIN AND TEST INPUTS DATA 

ISSN (Print): 2321 -4058, (Online): 2321 -4392

The LSTM prediction algorithm works in four main phases : Data preprocessing, fixing model 
parameters, Model fitting and estimation, and model prediction. 

As cited before, the residual values calculated by the algorithm1 are entered to the LSTM model. Since 
LSTMs are sensitive to the scale of input data, the residual data must be normalized, and then the data is 
divided into train and test data. The LSTM input layer must be three dimension, then the input data are 
reshaped into a three-dimensional array with three time steps for each sample, and two features at each 
time step. 

We used a stacked LSTM network with 100 LSTM blocks (or neurons) where the number of timesteps 
and parallel sets (features) is specified for the input layer via the input_shape argument. 

The ReLu (Rectified Linear unit) activation function is used for LSTM blocks. 

Where x is the input to a neuron. 
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ReLu is less computationally expensive than tanh and sigmoid because it involves simpler mathematical 
operations. Moreover, the problem of vanishing gradient can be greatly reduced using the ReLU family 
of activation functions. 

The cross-validation tests the model's performance to predict new data that was not used in estimating it, 
in order to flag problems like overfitting or selection bias [12]. We have used a validation split of 15%. 

ADAM optimization algorithm is used for stochastic gradient descent for model training. 

The network is trained for 200 epochs with batch size of 1. 

IV. EXPERIMENTAL EVALUATION 

A. Experiment dataset 
The dataset contains the performance metrics of 1,750 virtual machines in a Bitbrains distributed data 
center, a service provider specializing in managed hosting and business computing. 

Each file contains the performance metrics of a virtual machine. These files are organized according to 
traces: fastStorage and Rnd. 

In this paper, we choose the first trace; fastStorage: the trace consists of 1250 virtual machines connected 
to storage area network (SAN) devices. Each file consists of a set of lines; each line represents an 
observation of the performance metrics of a virtual machine every 300 milliseconds since 1970-01-01. 
We have selected two columns "CPU usage" and "Memory usage" and 2800 observations for our 
workload prediction model. 

Fig.4 presents the CPU usage and Fig.5 the Memory usage. 

Fig.4 CPU usage by milliseconds 

Fig.5 Memory usage by milliseconds 
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B. Analysis of the results 
The resulting time series Y1 and Y2 are stationary, then, we do not need to perform a difference 
operation. 

In the first step, 80% of the multivariate time series Y is used for training and 20% for testing as indicated 
in the algorithm1. 

By choosing Pmax = 4 as the max lag order we have the following table (Table 1). 

TABLE I VAR MODEL ORDER SELECTION 

Where BIC stands for Bayesian Information Criterion, which also estimates the quality of a model. 

As the third lag order has the least value of AIC then it will be used for fitting our VAR model. 

Fig.6 Residuals of VAR model 

The data points are generally around 0, as the input is a residual dataset (Fig. 6). 

In the second step, 80% of residual data is used for LSTM training and 20% for testing. 

To evaluate our model, the Mean Squared Error (MSE), Root Mean Squared Error (RMSE) values, and 
the Mean Absolute Error (MAE) values of the prediction were calculated. 
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Where y  the output value and y'  the predicted value The MSE learning curve of both of the train and test i i

data are close to each other, the same for the MAE learning curve (Fig. 7, 8).The MSE values of train and 
test data have small variations, which means the model has been generalized adequately (Table II) 2). 

Fig.7 MSE learning Curve 

Fig.8 MAE learning Curve 

Fig.9 Predicted train & test data of CPU usage 

Fig.10 Predicted train & test data of Memory usage 
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The proposed model indicates lower values of MSE and MAE compared to the ARIMA-LSTM model, 
the RNN-GRU and the AR-MLP models. 

The RMSE value is much lesser in ARIMA-LSTM model. However, the proposed model still also shows 
inferior values of RMSE compared to the remaining models (Table II). 

TABLE II  1VAR-LSTM MODEL PERFORMANCE RESULTS AND ITS COMPARISON 

V. CONCLUSION 
An important feature of cloud computing is the ability to determine allocated resources based on actual 
usage. However, this operation requires a start- up time for resource allocation. In order to reduce this 
time, it is essential to plan in advance the amount of resources needed for the future. 

In this paper, we adopted the VAR-LSTM hybrid model for multivariate workload prediction in an 
attempt to first filter out linearity in the VAR modeling step, then predict nonlinear tendencies with the 
LSTM recurrent neural network. 

The proposed approach was tested using actual data from Bitbrains data. The results are positive and 
show that the proposed method is more effective than the other hybrid model .

REFERENCE 
[1] Jiang, Y. et al. 2013. Cloud analytics for ca1pacity planning and instant VM provisioning. IEEE Transactions 

on Network and Service Management. 10, 3 (2013), 312–325.  DOI:https://doi.org/10.1109/TNSM.2013.051 
913.120278 

[2] Chen, Z. et al. 2015. Self-adaptive prediction of cloud resource demands using ensemble model and 
subtractive- fuzzy clustering based fuzzy neural network. Computational Intelligence and Neuroscience. 
2015, (2015). DOI:https://doi.org/10.1155/2015/919805. 

[3] Islam, S. et al. 2012. Empirical prediction models for adaptive resource provisioning in the cloud. Future 
Generation Computer Systems. 28, 1 (2012), 155–162. DOI:https://doi.org/10.1016/j.future.2011.05.027. 

[4] Liu, C. et al. 2017. An adaptive prediction approach based on workload pattern discrimination in the cloud. 
Journal of Network and Computer Applications. 80, (2017), 35–44. DOI:https://doi.org/10.1016/j.jnca.20 
16.12.017. 

[5] Calheiros, R.N. et al. 2015. Workload prediction using ARIMA model and its impact on cloud applications' 
QoS. IEEE Transactions on Cloud Computing. 3, 4 (2015), 449– 458. DOI:https://doi.org/10.1109/TCC.2014 
.2350475. 

[6] Peter Zhang 2003. Time series forecasting using a hybrid ARIMA and neural network model. Neurocomputi 
ng. 5, (2003), 159–175. DOI:https://doi.org/10.1016/S0925- 2312(01)00702-0. 



International Journal of Advances in Computer Science and Cloud Computing  (Vol - 11, Issue - 03, September - December 2023)      Page No. 129

ISSN (Print): 2321 -4058, (Online): 2321 -4392

[7] Janardhanan, D. and Barrett, E. 2018. CPU workload forecasting of machines in data centers using LSTM 
recurrent neural networks and ARIMA models. 2017 12th International Conference for Internet Technology 
and Secured Transactions, ICITST 2017. (2018), 55–60. DOI:https://doi.org/10.23919/ICITST.2017.83563 
46. 

[8] Kumar, J. et al. 2018. Long Short Term Memory Recurrent Neural Network (LSTM-RNN) Based Workload 
Forecasting Model for Cloud Datacenters. Procedia Computer Science. 125, (2018), 676–682. DOI:https:// 
doi.org/10.1016/j.procs.2017.12.087. 

[9] The Grid Workloads GWA-T-12 Bitbrains: http://gwa.ewi.tudelft.nl/datasets. 
[10] Sims, C.A. 1980. Macroeconomics and Reality. Econometrica. 48, 1 (1980), 1.  DOI:https://doi.org/10.230 

7/1912017. 
[11] Cummins, F. et al. 2000. Learning to Forget: Continual Prediction with LSTM. Neural Computation. June 

2016  (2000). DOI:https://doi.org/10.1197/jamia.M2577. 
[12] Cawley, G.C. and Talbot, N.L. 2010. On Over-fitting in Model Selection and Subsequent Selection Bias in 

Performance Evaluation. Journal of Machine Learning Research. 11, (2010), 2079–2107. DOI:https://doi. 
org/10.1016/j.biopha.2003.08.027 



International Journal of Advances in Computer Science and Cloud Computing  (Vol - 11, Issue - 03, September - December 2023)       Page No. 130

ISSN (Print): 2321 -4058, (Online): 2321 -4392



International Journal of Advances in Computer Science and Cloud Computing  (Vol - 11, Issue - 03, September - December 2023)       Page No. 131

ISSN (Print): 2321 -4058, (Online): 2321 -4392

Enhanced Encryption Approach for Data Security and user 
Validation using AES and Blowfish Algorithm in Cloud 

1 2 3  Rajni Kumari, Anupama Gupta, Kaur Baldip
1
Computer Science and Engineering Department CT Group of Institutions, Shahpur Campus, Punjab, 

India
2Computer Science and Engineering GZSCCET, Punjab,India

3Computer Science and Engineering Department LLRIET, MOGA,Punjab,India 
1 3E-mail: rjni786@gmail.com, baldip20@gmail.com

Cloud computing is a process that enables its users to access numerous services which are Saas, Paas and 

Iaas. Many of the individuals who use the framework to offer their services to different users usually try to 

manipulate and manage their data. One of the challenges in cloud computing is that the data that has been 

accessed with the aid of different resources need the access of the user on the access control model 

purposely for the integrated management. The issue of security has been of major concern in cloud 

computing and due to this, many researchers have decided to pursue the topic in detail. Numerous security 

issues come up as a result of outlining the importance of cloud computing.

Keywords - Cloud Computing, Security, OTP, Saas, Paas, Iaas. 

I. INTRODUCTION
Cloud computing is primarily used to offer many services and also act as a platform for computer 
applications. The services that are provided by cloud computing has been used in several fields such as 
personal and business purposes. In many times the individuals who are using the cloud computing do not 
have the knowledge of where the software is located as well as its properties. In our case, the data that is 
used has been stored in a form that can be processed through the internet. Cloud computing examples 
include; web mails, social network sites, online business application and many cloud storage 
applications. The amount of information from each work area or from various gadgets is normally put 
aside in distributed computing because the information cannot be found on the web. The use of cloud 
computing does not put into consideration the handling that has been made for the end user level that all 
is in line with the happenings that the utilization information of the applications for mainly customer 
loyalty and developing of associations.

1.1 Deployment of cloud services
Many of the cloud services that can be used arise from different cloud practices. The services are 
beneficial from the private cloud, community cloud, public cloud, and hybrid cloud. The 
communication, email services and the online media storage services which are some of the cloud 
providers operate and provide services through the public cloud. Different services which can be found 
on enterprises can be utilized by the public cloud. Some of the cloud deployment models include:

1.1.1 Public Cloud: This type of cloud is mainly used by different services by use of various resources 
which can be found in different locations. The services have been offered by the third-party providers 
that are rated by checking their quality and the number of individuals using them.
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1.1.2 Community Cloud: This is a type of cloud that is used by different organizations that need a 
framework which is the same. They normally use it in putting in order their products. The model requires 
the companies to develop a strategy that allows them to share their resources. Even though community 
cloud is expensive than public cloud, it provides high security, better services and privacy for the 
individuals who use it.

1.1.3 Hybrid Cloud: The cloud involves the use of services that have been provided by two different 
clouds but for the purpose of serving a single company. Hybrid cloud involves the combination of two 
cloud to perform the required services. There is the bringing together of both the public and the private 
could form a single cloud that can be used to render better services. The cloud is primarily used so as the 
virtual cloud services can be deployed on the physical hardware units.

1.1.4 Private Cloud: This type of cloud is mainly used by large firms that need high security and data 
storage for the different applications of the firm. The cloud is mainly custom made to fit the requirements 
of the company that is using it. The software and the hardware of the cloud can be upgraded or degraded 
to fit the demands of the organization.

1.2 Challenges in Cloud Computing: The performance of cloud computing can be affected by 
numerous challenges. Some of the challenges are:
a. availability
b. data security and integrity
c. complexity
d. authentication and Validation

1.3 Major Risks of cloud computing security: Cloud computing is a large network that is used in 
carrying out various cloud services. There are different users who use the cloud services. Cloud 
computing has different security problems such as application security, data availability and integrity 
authentication and validation and data encryption. Since cloud computing can be accessed remotely by 
use of the internet, security issues arise that put in danger the cloud resources up to the extent that the 
integrity and authentication are questioned. The issue of security in cloud computing is something that is 
new and due to this, a lot of research can be done so as to provide the best security for the framework. The 
following are cloud computing issues in security;

i. Data Integrity
ii. Proper usage metering
iii. Abusing the cloud's resources
iv. Security attacks
v. Cloud Services Availability
vi. Legal and Regulatory Risks
vii. Data Leakage and data security

1.4 Important Security Issues in the Cloud:
The development in technology has made it easier for many service providers to attract more customers 
by use of various resources making them to easily get their information from anywhere by use of the 
internet. Cloud computing is the best place where users can find the best services. Due to the high- 
security risks that are associated with cloud service, many users fear using the platform. Some of the 
security issues that are linked with cloud data include; 
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Integrity: one of the major factors that play an important role in data storage in the cloud service is 
integrity. The main purpose of the integrity in cloud service is to ensure that data which is sent from the 
cloud storage is not corrupted in any manner. This means that no alterations have been made on the data 
by an individual who has not been authorized. Since there can be a system failure, the data that has been 
worked on can be stored in a portable gadget which makes its retrieval easy.

Availability: the main role of availability is to make sure that any resources that have been used in cloud 
computing can be utilized for the services and ensures that there are not attacks. This means that when an 
individual who uses the system tries to get any information from the cloud server, it must be available for 
it to be accessed.

Confidentiality: the main role of confidentiality is to make sure that data is not accessed by 
unauthorized individuals. In situations where unauthorized people can have access to information then 
confidentiality would have been lost.

This can manifest itself either electronically or physically. Social engineering is the main way through 
which physical confidentiality can occur. In circumstances where the customers and any other users do 
not encrypt their communications, electronic confidentiality occurs.

II. REVIEW LITERATURE

2.1. Jongo Mun et al,[1] “An Improvement of User Authentication Framework for Cloud Computing” 
one of the most recent innovation give the various administrations to the customers by use of the internet 
is cloud computing. The users have the ability to store and even access their data from any location in the 
world through the internet. This study tries to show  an approach that can be used to give security to 
cloud services by use of customer confirmation model. User authentication has been given by taking into 
consideration the cryptography model that involves different mathematical formulas with an aim of 
ensuring that the information of the person using the software cannot be accessed easily. According to 
the author of the paper, user authentication gives a high security.

2.2. Ahmed Dheyaa Basha et al [2] “Mobile Applications as Cloud Computing: Implementation and 
Challenge” since cloud computing and other versatile application have been linked with each other, 
various administrations that are related to cloud condition can be used by use of the portable application. 
There are many portable applications that are used mainly for cloud security. The paper outlines the 
administrations in detail. Also, various types of challenges have been dealt with in this paper.

2.3 Uma Somani et al. [3] The author shows how the individuals who use cloud computing have the 
validity of using different cloud computing services which can be found in the cloud environment. The 
main aim of this is to ensure that cloud services are utilized in the best manner. Some of the programming 
issues and those of different equipment have been solved by cloud computing. Also, the problem of 
pilling of stock in various organizations has been solved by cloud computing. This study outlines how 
the issue of information stockpiling has been handled by the use of the encryption model. This is done 
with the main aim of ensuring that the information that has been put away in the distributed location is 
done in a scrambled manner. Putting away of information through scrambling utilizes the computer 
signature calculations and mostly the Rivest, Adi Shamir (RSA) calculation. According to the 
calculations, utilization of hashing has been done with the aim of 0-changing the information by taking



International Journal of Advances in Computer Science and Cloud Computing  (Vol - 11, Issue - 03, September - December 2023)       Page No. 134

ISSN (Print): 2321 -4058, (Online): 2321 -4392

into consideration 128- piece key. Other 16-sub  keys have been created from the 128-piece key which is 
used to change plain information to figure information. This creates an arrangement that offers the best 
security for the information that has been moved from the cloud storage.

2.4 Ru Wei Huang et al. [4] “Design of Privacy- Preserving Cloud Storage Framework" proposed 
Privacy security is a key issue for distributed storage. Encryption is an entrenched innovation for 
ensuring delicate information. Be that as it may, it gives some new issues: how information proprietor 
and capacity specialist organization to work on encoded information? How to decrease information 
proprietor's outstanding task at hand of information administration and bolster information sharing in 
the meantime?

In the event that they can't be anything but difficult to settled, encryption will convey a great deal of 
inconveniences to individuals. In this paper, we structure a security safeguarding distributed storage 
system to tackle those issues. We plan a communication convention among members, receive key 
inference calculation to create and oversee keys, utilize the mix of symmetric and lopsided encryption to 
shroud the touchy information of clients, and apply Bloom channel to acknowledge figure content 
recovery.

A framework dependent on the structure is figured it out. The paper breaks down the achievability of the 
structure from the execution of Bloom channel, the running overhead of the framework and the  
protection security of the system.

2.5 Farzad Sabahi. Et al [6] “Research on Privacy- Preserving Cloud Storage Framework Supporting 
Cipher Text Retrieval” The author of this study tries to give more information on the problem of 
stockpiling mainly in the distributed computing stockpiling. Security plays an important role in cloud 
computing because of the capacity of information from all across the world. The author of this study 
shows various problems that have been experienced by clients who have decided to transform their 
businesses' information to cloud foundation. Some of the security problems that have been handled in 
this paper include; assaults, trustworthiness and accessibility. The writer of the paper outline various 
ways that can be used to deal with the identified security issues. According to the plan of handling the 
issues, information security has the ability to accommodate media that has been stored in cloud servers. .

III. RESEARCH METHODOLGY
In this section, cloud computing save channel has been utilized specifically for the user and data 
verification. There are numerous stages that have been developed to help in user registration in cloud 
computing. The hybrid credential is used in processing the personal information of users during the 
registration procedure. The credential has been stored in the system so that it can be processed later by 
use of the hybrid encryption model. Each user is given a confidential key to ensuring that the information 
is not accessed by unauthorized people. The initialization of user login is completed after the registration 
process. Initialization of the user's login is done through the verification of the one-time key validation 
procedure. The login of the user's credentials has a secret key which is given to the user. The use of the 
key verifies the user and the one-time key is sent for verification. When the login process is over, the 
information that has been stored by the user on the distributed storage has been moved and the 
information has been encoded which is one way of encryption. The main aim of doing the entire process 
is to ensure that there is a high level of information privacy.
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Fig3.1. Flowchart of Proposed Work

IV. RESULTS AND DISCUSSION

Files (in bytes) Fully Homomorphism

Time (In ms) DES

1 2681 132 118

2 3431 165 142

3 4386 285 256

4 5546 365 343

5 22588 606 555

Sr, No

Table 1: Computation time for encryption of different size files.

The table below shows the value for computation duration pf various size files. Fully homomorphism 
and DES encryption models have been evaluated for the computation time for the intended job.

Fig.4.2.Compression graph for computation time for encryption
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The above figure is a comparison graph for the computation time of the intended approach and fully 
homomorphism and DES model.

Sr, No. Files (in bytes) Proposed Work Huffman Coding RLE

1 2681 1910 2346 2576

2 3431 2430 2995 3068

3 4386 3230 3964 4018

4 5546 4168 4864 5264

5 22588 14044 17048 19428

Compressed files size (In bytes)

Table2: Compressed File Size after compression of data of various sizes

The table above is a representation of the value of the compressed files for the encryption of various size 
of files. The compressed values were evaluated mainly for work and fully homomorphism and DES 
encryption model.

Fig 4.3 Comparison graph for compression file size after compression.

The figure above is a representation of the comparison graph for compressed file size by using proposed 
approach and Huffman coding and RLE compression model.

V. CONCLUSIONS
1. Data storage has been done on the cloud for the given work. Each user has been given a different  

name and different email ID for security purposes. The request by the user to access the system is 
transmitted to the cloud whereby the secret key is sent by the cloud to the individual using the 
system and if it is verified, then the  user has the ability to access the account. After login, the user 
can use the hybrid encryption to securely store data in the cloud.

2. The hybrid encryption deployed is that of the  arithmetic and logarithmic formula which is 
necessary for encryption/ description process of any data which is removed from the confidential 
information to the cipher text. 

3. Security of data is ensured by these operations since they lack key operations which are moved to 
the individual using the system.

 4. The detailed work makes it possible for the storage of data in the cloud. The work also has the 
ability to minimize the storage capacity of data. Performance evaluation has been made possible 
by purposed work, encryption size and the time of computation.
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5. The proposed project uses fully homomorphism and  DES  approach  to  provide  15%  efficiency 
compared to the work that has been done before.

FUTURE WORK
This can be made possible by implementing encryption and future reference for the best security of data 
in the cloud. This project which is to be done by efficiently utilizing the cloud environment.
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For radiotherapy, quality assurance is necessary to provide precise and accurate radiation treatment. 

Besides treatment plans and patient positioning, machine status is another vital issue that affects 

radiotherapy.

In this article, we perform Linear Accelerator (Linac) quality assurance (QA) software based on 

MATLAB. All dates and images which were used in this article were taken by Linac of radiation therapy 

department of University Clinic of Erlangen. We have tested the accuracy of beam isocenter, conformity of 

light field and irradiation field, multileaf collimator (MLC) leakage and dynamic MLC positions relative 

to rotation, and in this article we will include the results of these tests and analyze machine status by 

parameters mentioned above. Finally, we will discuss about the validity of existing machine quality 

assurance program.

Keywords - linear accelerator, quality assurance, image processing, multileaf collimator, light field, 

irradiation field

I. INTRODUCTION
Quality assurance is designed to ensure that radiation is delivered correctly. Machine characteristics are 
measured on a daily, monthly and annual basis, and compared to tolerance levels (unacceptable in the 
long term) and action levels (unacceptable at any time). Different devices are used to measure these  QA 
checks [1]. Daily checks can use less precise but less cumbersome instruments, while monthly and 
annual checks use more precise instruments.

The objective of patient safety is to ensure that exposure of normal tissue during radiotherapy be kept as 
low as reasonably achievable consistent with delivering the required dose to the planning target volume. 
This forms part of the objective of the treatment itself. The measures to ensure quality of a radiotherapy 
treatment inherently provide for patient safety and for the avoidance of accidental exposure. Therefore 
patient safety is automatically integrated with the quality assurance of the radiotherapy treatments.

An assessment of clinical requirements in radiotherapy shows that a high accuracy is necessary to 
produce the desired result of tumor control rates that are as high as possible, consistent with maintaining 
complication rates within acceptable levels.

The objective of this article was to develop the clinical daily quality assurance software for Linac by 
analyzing 7th measurements: isocenter accuracy measurement, FOV accuracy measurement, MLC 
leakage measurement, dynamic MLC Banks Position Measurement, leaf position measurement, one 
picket test, MLC leakage ratio.
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II. METHOD AND MATERIAL

A. Film
Oncology EDR2 Film is a high-contrast film that is coated on both sides with a very fine grain emulsion 
having low image noise. It is excellent for relative dosimetry (field uniformity, equipment 
characterization: field shapes, port openings, multi- leaf collimators). Before irradiation, to remove any 
vibrations we strongly set EDR2 film. Thereafter, we puncture reference point with needle on cover,  so 
as to develop a small dot for reference for the analysis. The reference points are located on light field 
vertex or longitudinal direction.

B. Electronic Portal Imaging Device
The use of electronic portal imaging devices (EPIDs) is a method for the dosimetric verification of 
radiotherapy plans, both pretreatment and in  vivo. The aim of this study is to test a 2D EPID-based 
dosimetry algorithm for dose verification of some plans inside a homogenous and anthropomorphic 
phantom and in vivo as well. Quality assurance based on EPID offers high spatial resolution, fast image 
acquisition, and digital output [2].

C. Isocenter Accuracy Measurement
A purpose of accuracy measurement are to evaluate the isocenter accuracy of radiation beam relative to 
the Linac mechanical axis using a simplified star shots test, and to determine the diameters of  isocenter.
The films have to located between two plastic blocks for fix and place it corresponding to the expected 
beam isocenter by laser. Isocenter measurement for gantry-rotation and ring-rotation. During gantry- 
rotation we set gantry angle equal to 0, 70, 140, 210, 280, 350 degree and irradiate field size equal to 
10x50 mm2. During ring-rotation we make the film positioning direction towards the beam portal and 
repeat the previous experiment. Thereafter, film is then scanned with scanner for analysis [3].

D. FOV Accuracy Measurement
We allocate place film towards beam portal, whereupon we puncture four dots corresponding to corners 
light-field on film. To irradiate installing film we set dose equal to 300 MU. Thereafter, to achieve adata 
for film analyze we put film into a  scanner. Thus, we repeat test with different MLC window size to the 
same and irradiate with dose of 300 MU.

E. Dynamic MLC Banks Position Measurement
In this test, we verify the position of MLC banks relative to gantry- and ring-rotation by film 
measurements [4].

Ÿ MLC-bank position with gantry-rotation: We set MLC window to half-open, and irradiate each 
time 300MU from gantry angle of 0 and 180 degree. If MLC banks stay stationary with gantry 
rotation, no overlap should occur in the film. Film will be later analyzed.

Ÿ MLC-bank position with ring-rotation: Like gantry-rotation test, we set MLC window to half- 
open, and irradiate 300MU each time with ring rotation of 90 degree. If ring rotation is precise 
and MLC banks stay stationary, no overlap area should occur as well.

F. Leaf Position Measurement
The inspection of the static leaf positions of MLC devices is essential for safe radiotherapy deliveries in 
both static and dynamic modes. MLCs ensure the accurate dose delivery. Picket fence tests are to 
measure the MLC errors weekly [2]. A “picket” is the line formed by several MLC pairs all at the same 
position. There is usually some ideal gap between the MLCs.



International Journal of Advances in Computer Science and Cloud Computing  (Vol - 11, Issue - 03, September - December 2023)      Page No. 141

ISSN (Print): 2321 -4058, (Online): 2321 -4392

In this experiment, we verified the delivered dose with the picket fence pattern. This test is to verify the 
position of the MLC leafs for different gantry- rotation with static leafs and under leaf motion. The 
accuracy of MLC positions during radiotherapy is important as even small positional deviations can 
translate into considerable dose delivery errors. This becomes crucial when radiosensitive organs are 
located near the treated volume [5].

G. Shape Extraction Algorithm
We used MATLAB to extract specific shapes using extraction algorithm. This algorithm is working as 
the following: the first step is to convert the image to binary image based on specific threshold, the 
second step is to extract all the white objects and the black objects with their area value, their center 
coordinate of each object, and the dimensions of them, and the third step is to surround each object with a 
square o identify the objects.

Quality assurance is designed to ensure that radiation is delivered correctly. Machine characteristics are 
measured on a daily, monthly and annual basis, and compared to tolerance levels (unacceptable in the 
long term) and action levels (unacceptable at any time). Different devices are used to measure these  QA 
checks [1]. Daily checks can use less precise but less cumbersome instruments, while monthly and 
annual checks use more precise instruments.

III. RESULT AND ANALYSIS

A. Isocenter Accuracy Measurement
To define isocenter sphere we use computer-based image analysis in MATLAB [2]. Isocenter accuracy 
measurement consists of three steps. Firstly, we enhancing image contrast Fig. 1a. Fig. 1a shows 
originally image getting by scanning the film. Secondly, we identify and fit central axis of each unit star 
shot.

The result of this action is shown in Fig.1b. Thirdly, we carry a calculation is based on a line 
configuration of central axis that we use to define smallest hitting circle. The result of this algorithm is 
shown  on Fig.1c. As a result, the program displays image Fig.1c and a diameter value of the isocenter 
sphere. The program demonstrates a following result of isocenter diameters are1.56 mm (gantry 
rotation) and 0.54 mm (ring rotation).

B. FOV Accuracy Measurement
After scanning the film we extract light-field and irradiation field from original image (Fig.2a) by 
calibration image contrast. The result of this extraction is shown on Fig.2b and Fig.2c. Thereafter, the 
program analyzes field corners and borders of the resulting images and computes the border length of 
both fields. The resulting data is places in TABLE I.

Fig.1 Film Isocenter circle of gantry rotation after image processing; a) contrast enhancing, 

b) fitting central axis, c) the smallest hittingcircle (zoom-in)
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Fig.2 Correlation of the light-field and irrradiation field; a) original film, b) extracted corner 
of lifht-field, c) extracted corner of lifht-field

Table 1. FOV detection result

C. MLC Leakage Measurement
In this article, we performed four tasks to evaluate the MLC leakage. The first task is to perform fully 
opened MLC. The idea from this step is to see the whole field that the MLC provide. We applied the 
extraction algorithm in MATLAB to determine the field size and the field dimensions is 9.8298x9.81837 
cm2. The second task and third task are to irradiate with the same field size 20x150 from different angles 
and the reason behind this is because when we irradiate from gantry angle zero degree (the Linac is 
above the table) the delivered dose is maybe different from irradiating it from 90 degree because of the 
heavy weight of the Linac. Irradiation of field size 20x150 mm2 with 90 degree of the gantry rotation 
using the extraction algorithm is 11.7729x96.5835 mm2. Irradiation of field size 20x150 mm2 with 90 
degree of the gantry rotation using the extraction algorithm is 11.5443x96.3549 mm2. The standard 
deviation in x-direction is 0.359 and in y-direction is 0.359. The value of the STD is small and this 
indicates that the check of irradiating from two different angles is the same and the device work properly.

Fig.3. MLC histograms: a) MLC fully closed and its histogram using ImageJ, b) MLC fully  
opened  and its histogram using ImageJ, c) The subtracted image of the fully opened 

and fully closed MLCs
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We performed another analysis to prove the MLC leakage using three steps concept as follows: the first 
step is to perform histogram of the opened MLC and we noticed that all the value around zero and one, 
the second step is to subtract the closed MLC image (Fig.3a) from the opened MLC image (Fig.3b) and  
the result is shown in Fig.3c. Fig.3c shows after compare it with the opened MLC in Fig.3b that we lost a 
percentage of the radiation dose and this proves the MLC leakage.

D. Dynamic MLC Banks Position Measurement
In this test we use both film and EPID for overlapping detection, Fig.4a and Fig.4b shows film scanning 
result of MLC banks position with gantry rotation and Fig.4c and Fig.4d shows result with ring rotation. 
From the two films we can see clearly the overlapping and a gap actually occurs.
 
E. Leaf Position Measurement
A common test conducted to measure the positional accuracy of the MLC is the Picket Fence test. This 
test provides an assessment of the position of each MLC leaf individually and in relation to the 
alignments of the other leaves. It also shows the actual irradiated gap width between each two leafs.

Fig.4. MLC bank positions: a) With gantry rotation (Initial film), b) With gantry rotation 
(Overlapping area), c) With ring rotation (Initial film), d) With ring rotation (Overlapping 

area)

Fig.5. The segmented picket fence: a) The segmented picket fence of static MLC using 
MATLAB, b) The segmented picket fence of VMAT using MATLAB

In this experiment, we applied a Picket Fence pattern in two cases. The first case is static MLC and we 
measured the leafs positions and their  dimensions. We used the previous shape extraction algorithm 
which can give us the width and the height and the center position of each leaf. Fig.5a shows the result of 
the static MLC segmentation. Fig.5b shows the result of the VMAT MLC segmentation. The results 
show that the Picket positions in the both cases (static or rotating MLCs) are almost the same based on 
the standard deviation values. The width and the height of each Picket is almost the same based on the 
standard deviation values. But this algorithm is based on using specific threshold to segment the picket
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and this threshold may exclude the effect of the small variations of the radiation values around the picket,  
so for detecting these effects we used ImageJ to see this effect. Fig.6a shows the plot profile through the 
picket fence in the case of static MLC and as we can see, we have high values in the picket's positions and 
in between must be zero if the MLCs have no leakage and this is not the case. We notice from the plot 
profile that in between the pickets the values are above zero and this indicates a MLCs leakage but it is 
small but the position of the pickets are correct. Fig.6b shows the picket fence in the case of VMAT. The 
result shows using the plot profile graph that the positions of the picket are correct as we compare it with 
the static case. But because of the rotation of the Linac we can notice the values in between the picket are 
not stable like the static case. We noticed the shadow in between the pickets and this indicates that there 
is radiation in the gap between the picket and it is more than the static case because of the speed of the 
rotation.

Fig.6. Picket Fence test using: a) Static MLC, b) VMA

F. One Picket Test
In this test, we check one picket of the fence from the static MLCs case. We observe the area on the left  
side of the picket and we can see the plot profile is not homogeneous but does not show big change at the 
region along the profile. This means that there is no mechanical problem and the MLCs work properly 
but there is a leakage. We repeated the same process on the right side of the picket and the result is no 
mechanical problem and there are no holes.

G. MLC Leakage Ratio
In this test, MLC leakage was measured by using the EPID image. We calculated the leakage ratio by 
taking the maximum value within the field area when the MLCs are opened or closed. Measured MLC 
leakage was 0.769% for a 10x10 cm2 field size.

Quality assurance is designed to ensure that radiation is delivered correctly. Machine characteristics are 
measured on a daily, monthly and annual basis, and compared to tolerance levels (unacceptable in the 
long term) and action levels (unacceptable at any time). Different devices are used to measure these  QA 
checks [1]. Daily checks can use less precise but less cumbersome instruments, while monthly and 
annual checks use more precise instruments.

CONCLUSION
From scientific literature we know that MLC leakage consists of transmission through the leaves and 
leakage between leaves and scattering happens when leakage between leaves occurs, which in film will 
leave a smooth border. When we analyze isocenter sphere or overlapping area, we set threshold to extract 
overlapping area simply and ignore the scattering. We think of more precise calculation, which is PSF
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should be used for exacting actual area being exposed. We calculated the leakage ratio and the result 
shows that the leakage level is low as it is 0.769%. We noticed small leakage from the MLC using ImageJ 
tool, which is acceptable but we can not say that closed MLC can prevent any extra radiation. Another 
and important test is picket fence test which investigate any mechanical problem in the MLCs. We 
noticed based on the analysis using ImageJ tool that there is no mechanical problems in one picket of the 
fence and consequently all the other pickets will give the same results. We calculated the picket  fence 
width and height using extraction algorithm using MATLAB and the results show almost the same width 
and height for all pickets. Finally, the picket’s position test in two cases and the result shows same 
position of the pickets if the MLC is static or moving like in the VMAT case. Quality assurance is an 
important check to prevent any unnecessary radiation to the patient.

In isocenter accuracy assurance test, diameter of the gantry-rotation isocenter sphere is 13% excessive to 
expected value and in the ring-rotation isocenter sphere is 27% excessive, which implies slight offset of 
beam isocenter from gantry- rotation isocenter and ring-rotation isocenter. In field correlation test, 
difference of edge length of actual irradiation field and light-field is within 2%, so we can conclude that 
irradiation field conform to light-field quite well. In MLC leakage test, we can see from EPID output that 
we have MLCs leakage but with small value. The picket fence test proves the correct positions of the 
MLCs in both static and rotating cases but the rotation of the gantry in VMAT setup affects the result with 
small dose in between the pickets during the rotation and this leakage is related to the speed of the gantry. 
In dynamic MLC position test, we can see from the film that the bank overlap occurs for gantry rotation, 
and void gap for ring rotation. In both tests, we set MLC window half open and the overlap area indicates 
either deviation of MLC banks position during rotation, or ”half-open” does not mean exact half-open. 
Thus, in this article, we have performed Linac QA software based on MATLAB.
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Continuous gas transportation depends on the stable operation of GPU. However, this stability can be 

disrupted  by a surge. Fighting this phenomenon is a complex technological task that requires a detailed 

study of the gas pumping unit's operation.

Interaction of the operator with the ACS GPU is carried out through the adopted "man-machine 

interface", which regulates the order of the operations of preparation, start-up and control of GPU.

Thus, implemented software based on TRACE MODE 6 with an anti-surge algorithm, previously the 

algorithm was implemented by a third-party device. The described ACS software implements the 

management of the technological process at all stages and already used on real gas pumping station 

(GPS).

Keywords - automatic control system, gas pumping unit, centrifugal compressor, surge, anti-surge

I. INTRODUCTION
Gas Pumping Unit (GPU) launch is the most important operation of the compressor station (CS). This is 
due to the fact that when the GPU is started simultaneously, a very large number of systems are running 
in the system itself, both the unit itself and the auxiliary systems of the compressor station, from the 
preparation and correct setting of which it depends how reliable this start-up is. During the transferring 
process the rotors change state from the working to the installation state. GPU compressor is close to 
working in the surging zone. Through the supercharger, a large gas flow is carried out at a low 
compression ratio, which leads to high speeds, especially the recirculation pipelines, which causes them 
to vibrate [1]. Continuous gas transportation depends on the stable operation of GPU. However, this 
stability can be disrupted by a surge. Fighting this phenomenon is a complex technological task that 
requires a detailed study of the gas pumping unit's operation. The article shows the developed ACS GPU 
software and implemented anti-surge algorithm.

II. METHOD AND MATERIAL

A. Architecture TRADE MODE
TRACE MODE 6.0 is based on a distributed common object model - DCOM, which is the basis of 
Windows XP. The system modules are divided into Servers and Clients. DCOM. Communication 
between them is carried out using a distributed common model of DCOM objects. Therefore, individual 
modules of the system are easily interconnected, and the GPU on the basis of TRACE MODE is easy to 
maintain, develop and integrate into corporate information systems [2].

The basis of Trace Mode 6.0 is a real-time server that is part of the executive modules (Real-Time 
Monitors (RTM), NetLink RTM, documentation servers and global recorders). For communication with 
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the Device for Communication with the Object (DFC), interfaces are provided: OPC - client; DDE / 
NetDDE. Interaction with the Database is carried out through standard SQL / ODBC interfaces and 
OPC- server.

B. Distribution of Software Components
The software of the local level ACS GPU consists of the software of the controller PLC-03-02 and 
contains:

- Operating system Windows CE;
- Micro RTM executive module;
- Application software.

On the controllers, the programmable logic controller (PLC) operates under the control of the MICROM 
executive monitor in the Windows CE environment. The project of applied PLC software is developed in 
the TRACE MODE tool system.

The software of the controllers implements the functions of collecting information from process sensors, 
the functions of local automatic control of technological equipment and providing communication via a 
serial interface and over a local network, and the exchange of data with communication device boards.

C. ACS Control functions

PLC-03-02 controller level:
- Automatic control of starting and stopping the GPU in accordance with the set algorithm by the 
command received from the operator's automated workstation (AWS) and by the operator's command 
with substation control house (SCH);
- Remote control of technological equipment and crane strapping GPU according to the given 
algorithms [3].

Operator's AWS and SCH level:
-AWS level includes the formation of control commands for transmission to the ACS;
- ACS level includes generation of control commands for transmission to the controller of a specific 
GPU.

D. ACS Information Functions
ACS GPU software provides continuous automatic monitoring of technological parameters of GPU. 

ACS GPU software provides the implementation of the following information functions:
- Continuous automatic monitoring of GPU process parameters;
- Display of information on the screen of the operational control panel of the control unit;
- Transfer of information to the level of the GPU. ACS GPU software  provides the following 
inform-ation functions:
- Collection and display of information received from all local ACS;
- Automatic presentation of information on the current values of the monitored parameters with 
indication of the output beyond the permissible limits and the deviation characteristics (pre-warning or 
emergency) on mnemonic circuits and in special video frames;
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- Automatic display of tripping of interlocks and protections and indication of the state (open, closed) of 
the crane strapping on the mimic diagram of the unit;
- Presentation of technological schemes to the operator with indication of the status of executive 
mechanisms, switching devices and stop valves;
- Formation of an array of retrospective information with a specified periodicity with output to the press 
at the request of the daily report operator;
- Calculation and control of values of regime- technological parameters;
- Control of serviceability of technical means of ACS GPU.

ACS GPU software provides the following information functions:
- Collection and display of information received from the controller of this unit;
- Automatic presentation of information on the current values of monitored control cabinet (CC) 
parameters with indication of the output beyond the permissible limits and the deviation characteristics 
(warning or emergency) on mnemonic circuits and in special video frames;
- Automatic display of the triggering of locks and protections, warning and alarm indication [4].

E. Data Transfer Equipment
Two types of computer technology are used in the ACS GPU:
- Personal electronic computers (PCs) are the basis of the higher-level (workstations and servers);
- Programmable controllers in the structure of control cabinets of objects (lower-level).

Higher-level hardware (IBM-compatible personal computers in industrial design) (workstations, 
servers, network facilities) are powered from the 220V network through uninterruptible power supplies 
(Smart UPS), which ensure the autonomous operation of the equipment for at least 30 minutes.

Lower-level hardware is a multi-functional complex of software and hardware that has great flexibility 
in configuration and allows the user to select the necessary hardware for the solution of various control 
and monitoring tasks by the design layout method, and also to rebuild or expand the complex in case of 
changing the parameters of the object management.

The general structure providing the interconnection between the main components of ACS GPU (AWS, 
SCH, Servers) is a two-level local area network system (Fig. 1).

Fig. 1. Interconnection structure between the main components of ACS GPU
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III. RESULT AND ANALYSIS

A. AWS and SCH
The frames are the main part of displaying information about the state of the technological process, the 
functioning of equipment, the issuance of emergency and warning messages to operational personnel, 
and the management of technological objects. Frames are made taking into account the convenience of 
perception of output information by the service personnel. The state of the process and the operation of 
the equipment are visually represented in the form of static and dynamic graphic objects. Static graphic 
objects (slides) are background images (mnemonic diagrams, tables, etc.), which show fragments of the 
control and monitoring object. Dynamic elements consist of displaying analog and discrete variables, as 
well as a simplified image of cranes, pumps, fans, etc. The software provides an approach in which the 
control system is viewed as a hierarchy of objects - a workshop (a group of technological objects), a 
technological object, a node, and signals. Objects are described by data structures and all actions in the 
system are manipulation of objects.

Input analog signals and calculated analog variables are displayed by dynamic graphic objects - 
parameter display panel (digital display), trend.

Input discrete signals and calculated discrete variables are displayed by dynamic graphic objects - colour 
indicators, blinkers.

The working area of the dispatcher screen consists of static and dynamic parts. Static elements of the 
screen never change while the program is running. Dynamic elements contain information about the 
progress of the technological process and vary depending on the state of the system. Figure 2 shows 
AWS panel.

Fig. 2. AWS panel

After startup, the program displays the main screen. From the main screen we can get to the screens of a 
lower level. There is a static panel on the right side of the screen, at the top of which there are three 
indicators: an alarm, a warning signal, a malfunction signal, which is highlighted when there are 
emergency or warning signals, respectively. By clicking on one of the indicators, we can go to the 
corresponding screen, where you can find out the nature of the signal and acknowledge (update the 
status) of it. Also in the right part of the screen there is a row of buttons that allow switching to auxiliary 
screens in accordance with the inscriptions on these buttons. In the work area of the frame of a complex
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object, its graphic image is placed, including a static image and a set of dynamically changing simple 
graphic objects. SCH panel constructed according to a similar logic and is shown in Figure 3.

Fig. 3. SCH panel

B. Anti-Surge Algorithm
The work of the anti-surge algorithm (Figure 4) corresponds to the operation of anti-surge protection of 
the SIGNAL-1M system.

Fig. 6. Anti-Surge Algorithm

The volumetric productivity is calculated by the formula (1) [5].
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The value of the emergency performance set point is determined by the angle of the input guide rail 
(IGR) according to Table 1. IGR angle value is entered from the SCH. 

In the event of a reduction in the calculated performance value below the emergency set point, a warning 
alarm and a command to open the crane 6 are formed. The operator closes the crane 6 manually after 
eliminating the surge of the centrifugal supercharger. 

CONCLUSION 
As previously noted, use of GPU sensors has rapidly expanded as an effective tool for improving GPU 
run- life performance. Sensors used in conjunction with temperature and pressure monitoring and 
surveillance tools allow key GPU operating parameters to be acquired, stored, and evaluated 
continuously [6]. 

Table 1. Angle of the input guide rail 

Also, on a practical basis, use of monitoring and surveillance systems enables the engineer effectively to 
manage more producing GPU than in the past. Given the decline in availability of skilled personnel in 
the industry, this benefit alone can be an important reason for using these systems. 

The control of GPU is organized by the operator (from the SCH or AWC) of ACS included in the ACS 
GPU. 

Interaction of the operator with the ACS GPU is carried out through the adopted "man-machine 
interface", which regulates the order of the operations of preparation, start-up and control of GPU. 

Thus, implemented software based on TRACE MODE 6 with an anti-surge algorithm, previously the 
algorithm was implemented by a third-party device. The described ACS software implements the 
management of the technological process at all stages and already used on real gas pumping station 
(GPS). 
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Software quality Prediction is area of research where we extract the inherent code attributes to study its 

impact on software quality attributes using range of techniques to know effectiveness of a particular 

method. Software quality analysis and prediction focuses on detecting high-risk program modules, 

allowing practitioners to allocate project resources strategically [1]. It is quite beneficial for testers, 

developers and project managers to know the modules which are highly risky and fault prone for strategic 

decisions. However, due to versatility of software, various programming approaches, languages and 

different platforms it is always challenging to devise standard heuristics and method which is applicable 

to each type of software. Starting from definition of Software Quality, selection of code attributes for the 

purpose, selection of method, data sets to test and standardize the outcome is quite challenging. Adoption 

of agile methodology, cloud oriented developments, mobile developments brings more challenges of 

quality professionals. The purpose of this paper is to outline the issues, challenges, state of the art and find 

the gap in research work done in the past.

Keywords - Software Quality, Software Quality Model, Software Product Quality, Software Quality 

Prediction, Soft Computing Techniques Introduction. 

I. INTRODUCTION
A quality software product is cornerstone of all software engineering practices. The quality of a system 
or product is the degree to which the system satisfies the stated and implied needs of its various 
stakeholders, and thus provides business value. There has been common practiced approach and believe 
to improve the quality software product by following standard and tested process models which 
inherently improves the software quality. However, due to complex requirements, low budget, immature 
team, short schedule and unorganized software development processes faults are part and parcel of 
software product. Excessive or irrational schedules are probably the single most destructive influence in 
all of software [2]. Detection and Prediction of software defects early is major challenge for tester, 
developers and project managers.

Software quality is defined as The totality of functionality and features of a software product that bear on 
its ability to satisfy stated or implied needs [ISO/IEC 25000][3]. Software Quality is defined using 
quality models. Quality Model is a schema to better explain of one’s view of quality [4].

Software metrics is measurable attributes of software product which has direct impact on software 
quality. Software Product metrics can be categorized in to internal, external and quality in use.  Internal 
attributes can be extracted during development phase where as external and in use attributes can be 
extracted during testing and deployment phase respectively. Software quality Prediction involves
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selection of software metrics suitable for particular software, its quantification, in depth analysis and 
testing to find its impact on software quality characteristics in order to achieve quality product. Vijay 
Kumar et al. studied that there is non-linear relationship between software metrics and defects, which 
results to a complex mapping [5].

There have been continuous researches to find method and the defects as early as possible in 
development stages of software development life cycle using various methods and techniques such as 
Case Based Reasoning, Regression Trees, Bayesian belief networks (BBN) and Support Vector 
Machines (SVM). Soft computing methods are recent approaches which are being tested and researched 
for finding this relationship. Code attributes extracted from the software are often imprecise and 
uncertain so soft computing approaches are quite promising methodology for the purpose.

Soft computing techniques which are being researched and used in software quality prediction 
techniques are Fuzzy Logic, Neural Network, Genetic Algorithms and some Hybrid techniques which 
are combination of two or more.

Practically software quality is estimated using either of reliability or maintainability. Reliability can be 
predicted by finding the presence or absence of defects. Maintainability can be predicted by estimating 
effort to change any component such as class or method in the software.

In this paper, we have reviewed the research papers, journals and articles published in different journals 
to know the current state of the art for research and finally tried to find different aspects of Software 
Quality Prediction and current trends.
 
II. SOFTWARE QUALITY MODELS
Software Quality Models are set of attributes and subsequent sub-attributes suitable for a software 
product. Some of popular quality models proposed by earlier scholars are McCall’s Quality Model, 
Boehm’s Quality Model, Dromey’s Quality Model, ISO/IEC 9126-3 Quality Model and newly added 
ISO/IEC 25000.

According to T. Davuluru et. al,There are two types of categories of models they are product models and 
process models. [6] McCall, Boehm, Dromey, FURPS, ISO 9126 come under product quality models 
and CMMI, Six Sigma comes under process quality models. However, we can add another category as 
Project Quality models.

Miguel et. al. classifies the evolution of software quality as Basic Model which are adoptable to any 
software product where as tailor made models are domain specific and derived from Basic model[7].

Selection of a quality model for a software project is a common and real challenge but essential to settle 
the objective and requirements.

III. SOFTWARE PRODUCT METRICS
The quality of underlying software measurement data is critical. An intelligent selection of software 
metrics before training a defect model is likely to improve the end result by removing redundant and less 
important feature [8]. As said by H. Olague et. al Empirical validation of software metrics suites to 
predict fault proneness in object-oriented (OO) components is essential to ensure their practical use in 
industrial settings.[9]
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Measurable Code attributes are called metrics and are derived from the inherent properties of code. 
Feature selection is the process of choosing some subset of the features and building a classifier based 
solely on those. It can remove as many unnecessary features as possible, leaving only those features 
which are useful in building a classifier. Metrics can be method level or class level.

Lines of code(LOC) is popularly used and controversial metrics for the studies because of  threats to its 
validity. Lines of code depend on selection of programming language. It is also affected by programmer 
expertise. Comments inside a programs increases or decreases size of code.

McCabe(1976) and Halstead(1977) metrics are method level which was proposed in 1970s but are still 
widely used[10,11]. Cyclomatic Complexity was given by McCabe gives relative complexity of various 
designs. It can be used early phases of the development and in practice it is a count of the number of test 
conditions in a program. Halstead proposed to use tokens which are extracted directly by counting 
number of operators, operands and constructs in the code and principally attempts to estimate the 
programming effort.

According to Ankita, McCabe’s cyclomatic complexity metric only considers complexity from control 
graph or conditional statements and not considers complexity is there interaction or coupling between 
two object classes.[12]

Chidamber and Kemerer (1994) proposed Object Oriented Programming suit popularly known as CK 
metrics suite[13]. It comprises of Weighted number of methods(WMC), Number of member functions, 
number of children (NOC), Depth of inheritance tree (DIT), Response for a class(RFC), Lack of 
Cohesion in methods(LCOM) and coupling between objects (CBO). Using a base of code, they tried to 
correlate these metrics to the defect density and maintenance effort using covariant analysis.

Abreu et al[14] gave MOOD metrics suite for measurement of Object Oriented Metrics suite. It 
comprises of Method Inheritance Factor(MIF), Attribute Inheritance Factor(AIF), Method Hiding 
Factor(MHF), Attribute Hiding Factor(AHF), Polymorphism Factor(POF).

Yadav et al. observed that 49% of the metrics used are OO (Chidamber and Kemerer's (CK) metrics are 
among the highest), 27% are traditional source code metrics or 24% are process metrics.[15]

According to Lamrani, M., Amrani et al., due to the degree of formalism used to express them, they[CK 
metrics suite] are still frequently cited in several contributions and improved by other authors  for being 
useful as quality indicators over many characteristics related to complexity, inheritance, coupling, 
cohesion and messaging.[16]

Identifying the problems of package level analysis in Object Oriented systems Robert C. Martin 
developed software metrics for a set of classes i.e. packages. The objective of the package level metric is 
to identify poorly designed packages.[17]

R. C Martin metrics suite consists of Afferent couplings (Ca), Efferent couplings (Ce), Abstractness (A), 
Instability (I), Distance from the main sequence (D), Package dependency cycles. 
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Rest of the paper is organized as sections for each of Software quality models, software product metrics, 
Data sets, Soft computing techniques followed by conclusion.

IV. DATA SETS
Software quality Prediction research requires quality datasets for experiments. However acquiring 
quality datasets is not feasible due to lack system to capture that data or unwillingness of private parties 
to share their data due to business policy obligations. In such a scenario, open source datasets are quite 
suitable and feasible solution. As mentioned, “The NASA Metrics Data Program data sets have been 
heavily used in software defect prediction experiments and recommended that researchers 1) indicate 
the provenance of the datasets they use, 2) report any pre- processing in sufficient detail to enable 
meaningful replication, and 3) invest effort in understanding the data prior to applying machine 
learners.” [18].

V. SOFT COMPUTING TECHNIQUES
Soft Computing uses special techniques like neural networks, fuzzy logic, support vector machines, and 
evolutionary computation to minimize the execution periods of functional tasks.[19]

Soft computing is not a closed and clearly defined discipline at present but very promising set of 
techniques for problems that could not be stated precisely. These methods can exploit tolerance for 
precision, uncertainty and partial truth to achieve tractability, robustness and low cost solution.

They differ from Hard Computing that it requires precision, certainty and rigor. Soft computing 
techniques address the problems in their domain in complementary way rather competitive way. The 
common element of these techniques is generalization through non-linear approximation and 
interpolation in high dimensional spaces.

Analysis of the selected primary studies revealed that current software defect prediction research 
focuses on five topics and trends: estimation, association, classification, clustering and dataset analysis. 
The total distribution of defect prediction methods is as follows. 77.46% of the research studies are 
related to classification methods, 14.08% of the studies focused on estimation methods, and 1.41% of 
the studies concerned on clustering and association methods. In addition, 64.79% of the research studies 
used public datasets and 35.21% of the research studies used private datasets.[20]

A. Artificial Neural Network (ANN)
Artificial Neural Network is inspired by human brain in reasoning and decision making. In 1943, Warren 
S. McCulloch, a neuroscientist, and Walter Pitts, a logician developed the first conceptual model of an 
artificial neural network. In their paper, "A logical calculus of the ideas imminent in nervous activity,” 
they describe the concept of a neuron, a single cell living in a network of cells that receives inputs, 
processes those inputs, and generates an output.

Khoshgaftaar et al. introduced the use of the neural networks as a tool for predicting software 
quality[21].
 
In their study, they presented a large telecommunications system, classifying modules as fault prone or 
not fault prone. They compared the ANN model with a non-parametric discriminated model, and found 
that ANN model had better predictive accuracy. 
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Singh et al.[22] used the ANN for estimation of testing effort using Object Oriented Metrics. They have 
taken the testing effort as dependent variable where as Object Oriented metrics as independent variables 
and found that ANN are suitable in finding the non linear relationship between the variables.

Artificial neural networks were originally designed to model the pattern recognition abilities of the 
brain. They have been used extensively for many practical predictive and data classification tasks. There 
are many ways neural networks can be trained, and fuzzy logic and genetic algorithm can be used for the 
purpose. Training and learning help neural networks perform better in unexpected situations. At that 
time fuzzy values would be more applicable than crisp values.

B. Fuzzy Logic (FL)
Fuzzy Set Theory was first proposed by L. Zadeh in 1965 for knowledge representation where 
knowledge is imprecise and uncertain. It includes the use of approximate reasoning, by which we model 
how humans obtain information from imprecise information. A major goal is to obtain a description of 
human knowledge and experience in a way that can be implemented on machines.

Jaya Pal et. al[23] compared multiple regression and fuzzy logic for software quality prediction on some 
academic software projects and found positive outcome. It was suggested to collect more data in support 
of the outcome.

C. Genetic Algorithms (GA)
Genetic Algorithms (GA) were introduced in the late 1960’s by John Holland [23]. They are based on the 
Darwinian theory of evolution whereby species compete to survive and the fittest get a higher chance to 
remain until the end and produce next generation. GA is a class of robust problem-solving techniques 
based on a population of solutions, which evolve through successive generations by means of the 
application of three genetic operators: selection, crossover, and mutation [24].

As mentioned, Researches reporting the use of genetic algorithm in fault proneness prediction 
application are few and recent [25].

D. Hybrid Approaches
Hybrid techniques are used in complementary way to obtain better output such as Neuro-Fuzzy, the 
combination of Neural Network and Fuzzy Logic.
 
“Adaptive neuro fuzzy inference system (ANFIS) model based on these two basic elements of soft 
computing, neural network and fuzzy logic gives a more accurate measure of reliability than the FIS 
model, as it reduces error from 11.74%, in case of FIS model, to 6.66% in ANFIS”.[27]

In [28,29] Singh et al. used feed forward neural network for software reliability prediction  and applied 
back propagation algorithm to predict software reliability growth trend.

CONCLUSION
We can conclude with following observation that Software Quality Definition is objective based, agenda 
oriented and depends on the purpose of its constitution. A defined and fixed quality model may not be 
suitable across domains and applications so it is preferable to have flexibility in selection of quality 
attributes depending upon the domain and application prepared on consensus with prospective user and 
stakeholders. 
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Reliability and Maintainability are most desirable quality attribute in software products. Reliability can 
be predicted by finding the presence or absence of defects. Maintainability can be predicted by 
estimating effort to change any component such as class or method in the software. CK Metrics suite is 
preferable object oriented metrics suite used for the prediction of software quality. McCabe Complexity 
metrics is suitable for procedural programs and not inadequate to cater Object oriented Paradigm 
requirements. Standardization of findings and replicating it for other application is major issue for 
research scholars in the field. In most cases, public data sets provided by Promise database and NASA’s 
MDP has been used for standardization and  validation of results. An effective software quality 
prediction requires intelligent selection of quality standards, quality attributes, code attributes and 
suitable prediction technique depending upon domain requirements.

Current software defect prediction research focuses on five topics and trends: estimation, association, 
classification, clustering and dataset analysis. All references mentioned in the paper suggest to carry out 
more and more researches on Soft computing techniques in order to make it more subtle and replicable.
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